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Brief Historical Overview

Survey research has a long and honorable tradition. Its roots, especially in health, go back to the population surveys in France in the late 18th Century and to the Medical Polizei in Germany (Rosen, 1972). Later, in the late 19th Century, this method of systematically collecting data from populations or samples of populations through the use of personal interviews was elaborated by the British social surveys of Booth and others. Perhaps in no other country, however, has the survey method reached such a broad range of application as in the United States.

Although sample surveys have spread throughout the world, the American experience is particularly broad and versatile. This is due in no small measure to the fact that opinion and attitude surveys, professional and amateur, are an integral part of the administrative structure of power in both political and business life.

The systematic study of errors, bias, and other problems associated with the application of the survey method began in the early 1930's with the work of the U.S. Department of Agriculture and the U.S. Bureau of the Census. These agencies provided impetus to problems of statistical sampling and other measurement problems. The development of techniques of scaling of attitudes developed by Cantril, Likert, Stouffer, and Lazarsfeld as well as Mosteller's work provided great impetus to the adoption of surveys and public opinion polling in the thirties and early forties.

Perhaps the largest and, certainly, one of the most impressive programs of survey research was conducted during World War II by the Research Branch of the Information and Education Division of the War Department. The behavioral scientists associated with this organization carried out over 300 separate studies on army personnel covering a broad array of topics. In what has become almost a classic case of the adoption of social policy based upon survey research, the Research Branch studies of demobilization priorities of troops led to the adoption of the so-called "point system" of demobilization. Other social surveys carried out during this period for other Government agencies also are illustrative of the application of this technique for social policy purposes.

A principal benefit of these surveys was their strong contribution to the methodology of survey research. These studies addressed themselves to problems of sampling, questionnaire construction, and interviewing. Several volumes and a large number of research papers were subsequently published that have had a significant impact upon the use of sample survey by not only Government but also business, industry, the mass media, and a wide variety of agencies in the health and welfare fields.

The Use of Surveys in Health Research

In the field of health, the survey method has become a major tool for the systematic collection of health-related data. It is used by epidemiologists, statisticians, medical care and health services researchers, medical sociologists, health economists, psychologists, and of course, various Government agencies. In the mid-thirties, the United States Public Health Service undertook what was perhaps the first Government-sponsored survey of the Nation's health. But it was not until the establishment of the National Center for Health Statistics that systematic, periodic health interview surveys were undertaken. This agency immediately addressed itself to the methodological problems of reliability of interview responses, validity, and other nonsampling measurement issues involved in the Health Interview Study. To this day, NCHS is vitally concerned with the methodological improvement of its surveys in order to improve the quality of the data obtained from respondents.

In addition, the National Center for Health Services Research has supported a considerable number of extramural research projects aimed at improving the quality of health surveys. Much of this activity occurs in the course of substantively oriented research projects such as the work of the Human Population Laboratory at the California State Department of Public Health; the Washington Heights Master Sample Survey of Columbia University; the Los Angeles Metropolitan Area Survey at UCLA; the research of
the Center for Health Administration Studies at the University of Chicago; the Survey Research Center of the University of Michigan, and others. Finally, the National Institutes of Health, the Social Security Administration, National Science Foundation, and others have contributed in recent years to the body of knowledge concerning survey methodology especially as related to health. Indeed, it is difficult to separate health and non-health survey methodology; survey methods developed by statisticians or sociologists have direct relevance for health surveys and likewise, epidemiological survey methods are often of critical interest to social scientists.

Despite the considerable advance in survey methodology, it should be noted that systematic studies of the methods of this research tool are of recent origin. There is much to be done and the professional researchers of the many disciplines that use this method are most sensitive to the limitations of the method. Much has been written on the methods and procedures of survey research; there is also a considerable body of literature on the problems of survey research in the field of health and health services. The material discussed in the present volume is not intended as introductory material; rather it is hoped to add to the existing basic knowledge in the field.

Planning for This Conference

The present conference, sponsored by the National Center for Health Services Research and the National Center for Health Statistics, developed out of a series of symposia and workshops that these two units held during the past two to three years. Among other things, these small meetings addressed themselves to specific topics such as: the use of diaries as a memory aid in retrieving data from respondents; scales to measure the dimensions of patient satisfaction; sample designs and data-collection strategies, and so on. In discussions between several participants of these meetings and staff of the National Center for Health Services Research, the need for a national invitational conference was proposed as a way to synthesize the state of the art with respect to certain key methodological concerns and to identify needs and priorities for additional research.

Subsequently, a planning committee was appointed, and this committee determined that the most useful format for a national conference would be a relatively small number of invited participants utilizing a semi-structured program. Thus, no papers were to be prepared for this meeting.

Rather, the planning committee prepared an agenda of four major topics that included a number of salient issues under each topic. A planning committee member served as the chairman for one topic on the agenda; each chairman invited a specific individual to serve as the rapporteur or recorder for his session. Each of the major topics was given approximately one-half day for open or free discussion. The objectives of this conference were:

1. To identify the critical methodological issues or problem areas for health survey research and the state of the art or knowledge with respect to these problems.
2. What types of research problems need to be given high priority for research funding.
3. To identify policy issues that can be addressed by survey research scientists.
4. To communicate the results, recommendations, and implications of this conference to:
   (a) the broader community of health researchers who use survey methods;
   (b) relevant Government agencies and individuals;
   (c) other potential users of these results of this conference.

We hope that this report of the conference will be found useful by those who read it. No attempt has been made to present a verbatim transcript; rather, the chairman and recorder of each session have prepared a report that presents the various issues that were discussed, the comments made about them by various participants, and a summary and recommendations.

This report is tentatively planned as Volume 1 of a series of such conference proceedings on advances in health survey research methods. It is hoped that conferences and reports such as this will occur on a biennial or triennial basis.
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SUMMARY AND CONCLUSIONS
Leo G. Reeder, Ph.D.

Introduction

Attempting to summarize a technical working conference is always a difficult task; it is doubly so in the present instance because the content of the conference was so rich in substantive contributions. Conference participants are generally not noted for their post-conference enthusiasm; the present meeting was a rare exception in that several participants took the time to write letters not only to the Conference Planning Committee but also to high-level government officials favorably commenting on the format and outcome of the conference. In the final analysis, however, the usefulness of any conference is determined by its products, only a portion of which is visible in the form of a proceedings such as this volume.

The conference was organized to discuss the state of the art of knowledge in certain critical methodologic areas of health survey research and to identify problems for high priority research on non-sampling measurement errors. Four main topics were selected for review: (1) research instruments; (2) interviewing; (3) problems of validity; (4) total survey design. Critical methodological issues in each of these areas were isolated and discussed with reference to current state of knowledge and the needs for further research.

In many respects, health surveys have advantages over surveys in other areas. As the conference participants noted, health surveys are usually more complex and are longer than other surveys. Despite the complexity and length, respondents participate in substantially high proportions, and frequently enjoy the opportunity to respond to questions about their health. The importance of this commitment and willingness to participate in health surveys should not be understated because such a commitment provides an unusual environment and opportunity for health investigations and simultaneously places a serious obligation on the shoulders of investigators provided with the time and trust of the respondent.

In order to fulfill our responsibilities to our scientific colleagues and to participating respondents, the conference gave special emphasis to the concept of total survey design which attempts to provide a framework for the assessment of survey errors and their cost components.

Total survey design is a concept that facilitates the planned allocation of resources towards the optimal reduction of the total error of estimate. The urgent need for survey results is dramatically portrayed by the number of dollars being invested to conduct the surveys, and the policy decisions being made as a consequence of the availability or lack of availability of results. Similar investments in the development of more efficient surveys are also dramatic in their paucity. The fact is that each component of error: sampling, response, interviewers, and their interactions, are manageable at a cost and do affect the results of every survey. While studies addressing single component of error are important, consideration of all components of error, as an integral part of such studies, is essential.

Throughout the conference, there was consensus that while the results of survey research document the methods for controlling and monitoring various specific sources of errors, the continued development of an information matrix depicting not only methods but costs should be actively sponsored.

Knowledge and application of survey methodology is an indispensable ingredient in the orderly growth of health services research. Most of the useful products of research depend on the applicability, validity, and reproducibility of survey results. Indeed, policy decisions are being made today on the basis of evidence obtained by conducting national, area, and local surveys. Paradoxically, those responsible for designing, conducting, analyzing, and providing the results of surveys, seldom have all the specialized expertise vital to the successful design, conduct and reporting of the surveys being conducted.

The questions of validity and reliability often focus upon sampling errors as the major measurement issue, whereas non-sampling measurement errors are equally important. While many journal articles report sampling errors, very little attention is given to the reporting of non-sampling errors. This conference focused particularly on the importance of addressing non-sampling measurement errors.
Surveys are conducted through a variety of media: mail, telephone, and face-to-face interviews as well as through several variants and combinations of these. The conference did not attempt to address all of these forms of surveys in a systematic fashion, however, since face-to-face and telephone interviews are the most frequent types of survey used in health studies. Mail surveys are used more often for limited initial or follow-up to a personal interview.

This report is being developed to serve two groups of health services research specialists: those engaged in methodological research in health or other areas and those investigators who are the users of survey research methodology in their substantive work.

Obtaining valid and reliable data from respondents, i.e., various kinds of publics of interest to health researchers, has always been a matter of concern to research investigators. While considerable progress has been made in the development of better procedures to elicit valid and reliable responses from our various study populations, certain problems remain to be solved. This conference afforded a rare opportunity for an exchange of knowledge concerning a variety of issues including: use of proxy respondents in obtaining data; procedures to aid recall (such as use of diaries and memory aids); questionnaire length; use of the telephone and so on. Basically, the conference was concerned with improvements in the quality of the data obtained from survey respondents through the use of such data-collection instruments and several recommendations were made of problem areas where methodological research should be given priority.

There is another fundamental aspect to data-collection in survey research, namely, the quality of the interviewing process itself and the relationship between interviewers and respondents. It became clear that telephone interviewing was a feasible alternative to face-to-face interviewing but questions remain concerning sample representativeness, interviewer characteristics, and on the quality of the data obtained. Clearly, this procedure requires additional research and merits high priority in methodological studies to improve health surveys. In addition to reaching consensus on the usefulness of the telephone in interviewing, the conference participants also agreed that racial matching of interviewers and respondents was unimportant when non-racial issues were the subject of the investigation. But the problem of relative status differentials between interviewers and respondents merits further study. One of the least understood facts in survey research is that the quality of interviewing can affect the data as much or more than response rates, sample design, and so on. The conference indicated that too little is known about the role of interviewer behavior on interview results. There is virtually no systematic body of research data on the evaluation of differential interviewer training strategies so that appropriate guidelines for better methodology can be established.

Governmental agencies supporting studies using the survey method might give serious consideration to the development of a set of guidelines to be used by research grant applicants or contractors. Such guidelines can assist applicants to adhere to established "good practices" in survey methods and procedures.

A recurrent problem in survey research, particularly studies concerned with the collection of sensitive or confidential data, is the issue of validity. How can bias caused by deliberate or unintentional untruthful reporting be reduced or perhaps eliminated? Several procedures were discussed at this conference that suggest reasonable avenues for accomplishing such a goal. Such procedures as randomized response, coding systems, multiple respondent or network surveys, and so on, were considered and evaluated. Clearly, these procedures have much utility in survey research and merit wider applicability. Nevertheless, considerable additional research appears to be required. For example, we know very little about the acceptability of these alternative procedures to the respondent; moreover, our knowledge is scanty with respect to the utility of these newer procedures in other than face-to-face interviews such as mail questionnaires and telephone interviews. The conference participants were also concerned about the effects of recent legislation aimed at protecting the privacy of individuals on the legitimate research and validation procedures which have been used by statisticians and others for decades. Certain pitfalls were discussed in studies involved with record linkage as a means of checking validity.

A major issue in survey research concerns the matter of costs. Although professional survey researchers are aware of this issue, it tends to be considered independent of other variables in the design and conduct of methodological studies. The conference highlighted a concept, Total Survey Design (TSD), that can be operationalized and used effectively by investigators to measure the cost components of given measurement designs. An information matrix was suggested for determining survey error and cost components. This session, in particular, generated considerable discussion concerning the relative lack of adequate funds committed toward sophisticated research on various components of health survey research methods.

A major concern elicited in the TSD discussion was the widespread variability in terminology and definitions of major methodological concepts. As a step toward clarification of this issue and to promote standardization, the Conference Planning Group formulated definitions for concepts used in each session; thus, the glossary has been provided in this volume. Obtaining consensus on the definition of such concepts is central to advancing the TSD strategy and provide the data needed to improve survey work gen-
eraly. It might be noted, parenthetically, that this effort follows the lead of the Social Science Research Council's Center for the Coordination of Social Indicators' recent report on the standardization of certain common personal background data typically collected in surveys.

Clearly, this conference did not solve or even highlight all of the problems of survey research. It did provide a forum in which survey methodologists and professional users of the method in health research could exchange ideas, and agree on certain problematic issues, and suggest new lines of inquiry. Because the publication lag is sufficiently long to inform the community of researchers of new developments and methodological findings, conferences such as this one are an important means of scientific communications.

Finally, much of the content of this conference has sometimes been perceived by mission agencies in the Federal Government as "basic" or "fundamental" and thus of low priority for them to encourage research or award grants for methodological work. But, as the conference forcefully demonstrates, such work has a special interest for health services. Although other agencies, such as the National Science Foundation, have a mission to sponsor investigations that are contributory to the body of knowledge concerning the substantive and statistical bases of the surveys, mission-oriented Federal agencies have an obligation also to undertake such research programs. If health policies and programs are to rest upon a sound data base, the mission-oriented agencies have an obligation to support methodological survey research. (See Support of Basic Research by Mission Agencies National Science Foundation, National Science Board, NSB-74-225, October 23, 1974.)

The following issues merit special consideration:

A. There are several trade-offs to be considered in determining the length of the recall period to be used in a survey. Some of the considerations are often epidemiological in nature. If the attribute to be recorded happens to be an unusual event, one would need a rather long period of recall to obtain a robust numerator. On the other hand, as one increases the length of the recall period, telescoping and other sources of error may plague the survey.

B. There was general agreement that certain interviews can easily last from one to two hours without serious effects to the respondent. The major problem in this area appears to be that of interviewer fatigue.

C. Advantages and disadvantages of telephone interviews were discussed. The advantages presented had a decided edge over disadvantages. The major disadvantages encompassed sample problems and frame development. Various strategies designed to reduce errors due to these sampling problems were presented. It was the consensus that, with the proper strategy, telephone interviews can be efficient. There are many advantages of being able to use telephone interviews in health surveys. Among the advantages discussed were the following:

1. One can assess interviewer performance through monitoring.

2. One can interview in areas where interviewers would hesitate to go, particularly during the evening when one may want to reach working members of the household.

3. Health professionals are more likely to participate in telephone surveys.

4. Interviewer restrictions (mobility, transportation) are substantially lessened.

5. Field costs are reduced.

D. Trade-offs between additional training of interviewers and compensation of respondents were discussed. The participants agreed that there are greater gains in the quality of data obtained by additional training of interviewers than by compensating the respondents.

E. The position was taken that unless the survey addresses racial issues, there is very little evidence that the race of the interviewer has any effect on the response.

F. It was agreed that there is no simple or direct method for measuring response bias and that this is a very critical issue. One method of addressing this problem is that of assessing the internal consistency of records. To this effect, the complexity of record linkage and methods for deciding which is the valid record were discussed. The principal use of the information to be obtained should determine the priorities existing towards reducing the range of errors that have to be considered in observing the principle of Total Survey Design.
Dr. Leo G. Reeder, Chairman of the Conference, introduced Dr. Gerald Rosenthal, Dr. Bernard Greenberg, and Dr. Daniel Horvitz as a panel to lead the discussion of policy issues and communication of research results. Dr. Reeder emphasized the importance of providing the results of methodological research in health surveys to the larger body of researchers in health services research and the need for an explicit recognition of the requirements of support of methodological research.

Dr. Rosenthal, Director of the National Center for Health Services Research led the initial discussion. He indicated that the importance of methodological research in health surveys is fundamental to the viability of the research for several reasons: (1) A significant proportion of analytic work in health services research is based on survey data; (2) The quality of initial requests for research support is diminished by inadequacies in design and inappropriate specification of data pertinent to the research issues; (3) The analyses of data developed by surveys is often deficient because we cannot correct for errors in measurement; (4) The evaluation of the demonstration efforts of the National Center require baseline and follow-up surveys (to obtain the data for evaluation purposes) and the responsible persons may not be sufficiently acquainted with surveys to conduct a proper evaluation; (5) There is a need for improved health surveys in terms of the time frame of the research in order to avoid delays in the completion of the studies. Investment in the overall design of the survey could result in significant savings and improved quality of the data being obtained.

It is estimated that 55 to 65 percent of the research supported by the National Center is based upon obtaining data through survey research. Yet, in terms of the methodological research to improve the quality of the data being obtained, we are probably not making a sufficient investment. We frequently use very refined statistical techniques with all their own assumptions and limitations on survey data without worry to correcting for measurement errors. It is a pleasure to learn of the work of investigators in the methodological aspects of survey work and the advances being made in improving the quality of data.

The communication and use of research findings is, in essence, the major reason for the existence of the National Center. It is a function that is recognized as critical. The special consideration in the dissemination of methodological research should make the communication problem a little more amenable to solution than research findings destined for the world of health policy and decision-makers. The target audience is much more identified, and it is a group with which we relate actively on a repetitive basis. As a result, the strategies for communication give more promise of success. The National Center is actively interested in exploiting the value of methodological research to improve the overall quality of health services research. It is envisioned that the brokering of methodological research results will be pursued in a variety of ways including: direct technical consultation, publications, and specific targeted training. The National Center for Health Services Research is the obvious place for the research community to look for help in survey research in health services, and we ought to be available and visible. The questions raised by the conference are important ones and the results of the deliberations should themselves be widely disseminated.

Further discussion of the issues by the conference participants resulted in elaboration of both policy issues and important concerns regarding the dissemination of research results. It was noted that methodological research conducted to date has produced a body of knowledge that should be more widely applied in health services research. There are also many significant questions and issues to be addressed by methodological research.

Another way of improving the quality of data is to promote secondary analysis of the data by investigators other than those who originally collected the data. This may be especially important in large-scale national surveys and in evaluations of important social programs initiated through demonstrations or experiments. It was pointed out that we frequently seem unwilling to invest a few extra thousand dollars in secondary analyses when we have invested many more dollars and several years to acquire the information.
In the remainder of this chapter, we briefly outline the policy issues that emerged in the conference. It is generally recognized that a substantial investment of federal funds is devoted to the collection of data through the use of the survey method. The uses to which the data are put may or may not often result in policy decisions but it is fair to state that ideally, this would be the case. As noted by Dr. Rosenthal, there is an insufficient investment in methodological research to improve the quality of the data obtained through surveys. The conference itself will no doubt have some impact upon this situation by calling attention to the need for increased attention to methodological issues. Thus, we can summarize the policy issues as follows:

1. There is a need for increased investment in the methodological aspects of health surveys, particularly non-sampling problems.

2. Communication of research findings to the broad community of users of health data is essential. Government agencies such as the National Center for Health Services Research may act as brokers in disseminating research results of methodological studies through a variety of mechanisms.

3. There is a need for greater collaboration between federal agencies such as the NCHSR, NCHS, and NIH to advance the quality of data collected through surveys. Both the mission agencies of the federal government and the agencies concerned with so-called “basic” research make substantial investments in substantive investigations using survey research methods of data collection. Investigators use this method to make contributions to the body of knowledge regarding scores of substantive issues of direct concern to such agencies as the National Institutes of Mental Health; Child Health and Human Development; Cancer; Heart and Lung; as well as others in NIH. Similarly, the mission agencies such as NCHSR and NCHS also utilize the survey method for substantive purposes. Ultimately, the generation of this knowledge is intended to improve the nation’s health and hence, the quality of the data base is of critical importance. Clearly, with such common goals, these health agencies have an obligation to support methodological studies aimed at the improvement of the state of the art.

4. Government agencies supporting studies using the survey method might give serious consideration to the development of a set of guidelines to be used by research grant applicants or contractors. Such guidelines can assist applicants to adhere to established “good practices” in survey methods and procedures. Thus, new technique, as well as standard approaches in instruments construction as they apply to health surveys might be distributed in some systematic fashion to those applying for grants and contracts involving health survey work. Moreover, such materials might also be made available to project officers in the granting agencies (NCHSR, NCHS, NIH, NSF, and so on). Perhaps, a clearinghouse could be established similar to the NCHS Clearinghouse on Health Status Indices. Obviously, the more “experienced” investigator would benefit from such a project, as would the novice.

5. Although the development of a guide of standards would be useful to the less-experienced survey researcher, it must be recognized that survey research is a complex research methodology which is deceptively simple to the uninitiated. In terms of cost effectiveness, as a protection of respondents, and the quality of data, surveys should be undertaken only by those who are skilled in the methods or who have expert consultants readily available.

6. In order to assess research results and to advance methodological procedures, survey investigations should contain a statement of procedures used including: interviewer training and supervisory procedures, other quality control methods, and response rates. The development of standardized guidelines for monitoring and reporting the quality of the data collection would be particularly useful.

7. Explicit attention to the issue of validity should be given in all projects involving data collection. For example, validation checks should be strongly encouraged where feasible, as well as comparison of the results with data from other studies, and so on. Such checks would provide useful data for evaluating the validity of the findings as well as increase our knowledge about validity and the factors that affect it. Nowhere is research more urgently needed than in the area of confidential data and sensitive issues, because the problems of refusal to answer queries and untruthful reporting seriously affect the validity of the data. There is a special need to encourage more research on novel techniques and methods of improving validity in the area of confidential data and sensitive issues.

8. The use of computers and the linkage of records has caused problems regarding violation of confidentiality and the invasion of privacy. This has given rise to the publication of “Records, Computers and the Rights of Citizens” by the DHEW Secretary’s Advisory Committee on Automated Personal Data Systems in July, 1973. Many of the recommendations in this report are sound and fundamentally just. There are, however, other recommendations which would prohibit even the matching of death certificates with birth certificates and, when implemented, essentially prohibit valuable health research that has been conducted for decades and which did not violate confidentiality. It is essential that professional organiza-
tions interested in health research and survey research express their position regarding some of the provisions of this Act to the Committee on National Statistics of the National Academy of Sciences. The American Statistical Association and the American Sociological Association have recently established, with three other professional societies, an Ad Hoc Committee on Government Statistics; the American Statistical Association also has an Ad Hoc Committee on Privacy and Confidentiality. This body should also be apprised of the possible implications of the Privacy Act of 1974.

9. The value, implications, and application of the Total Survey Design (TSD) concept should be made more readily available to the survey research community. Conferences, research and training programs, and publication of special monographs can be very instrumental not only in this instance but also with respect to other issues discussed here.

10. Presupposing standardization of terms and definitions, an information system containing pertinent data on the various error components and cost components associated with specific measurement designs used in sample surveys should be established for use by the survey research community. Perhaps the establishment of a national clearinghouse, as noted in Policy Recommendation No. 4 above, would be the vehicle developing, maintaining, and disseminating such information.

11. The National Center for Health Statistics, and the National Center for Health Services Research should sponsor an annual Summer Session addressing survey research in health including the review of the state of the art and analytical techniques and processes pertinent to recent approaches to survey research in health.

The discussion ended with agreement that the suggestions made were worthy of serious attention. The conference has produced numerous questions meriting research attention and the strategies for dissemination seem to hold promise. Operational plans for proceeding in both of these areas deserve immediate attention and adequate resources.
Introduction

Researchers collecting health data by survey methods are fortunate on the one hand, because most respondents find discussing their health and medical care interesting and important. On the other hand, medical studies increasingly require complex information, thereby increasing the burden on the respondent and making data problems more likely. In this session, the major emphasis was on how questionnaires and other survey instruments might be designed to reduce respondent burden and increase the quality of data.

In the initial planning for the session, four topics were included: 1) respondent burden; 2) length of time to complete; 3) standardized modules or standardized measures; and 4) effects of instrument complexity on different groups. In the actual discussion that took place, the first two and last two topics seemed to group themselves naturally. Thus, they are combined in this summary. Length of the interview is really one example of a burden on respondents. Also the use of standardized questions and modules assumes that these modules are understood and reacted to similarly by all different groups of interest.

This summary of the proceedings tries to capture the flavor of the remarks, but the interpretations are the responsibility of the chairman and recorder. Because we are also deeply interested in these issues, our experiences and biases may creep in. Wherever possible, however, we have tried to identify the people with their ideas so that interested readers may contact the conference participants directly for additional information or clarification.

The general framework is to present a problem in collecting health data and give some indication of the nature of that problem. Then, the current procedures used to handle these problems are described. Reference is made to research on these problems, some of which is either still in process or has not yet been widely adopted. Finally, we end with a list of unsolved problems and a future research "want list."

Respondent Burden

Respondent burden concerns the level of demand placed on the respondent necessary to answer the survey instrument questions. As the burden increases, a number of problems become more serious for the research community: 1) the population may become more alienated toward survey research, and level of cooperation for future studies may decline; 2) the reliability of the data collected may be lessened; and 3) response rate in subsequent interviews in panel studies may decline. The following discussion of respondent burden refers mainly to general population surveys, although many of the problems and attempts to solve them are also germane to surveys of physicians, other health services providers, and administrators in the health delivery field.

The major types of burden discussed in the session on health survey instruments related to issues of 1) recall period; 2) salience of information requested; 3) frequency of events the respondent is asked to report on; 4) use of proxy respondents; 5) complexity of the instrument; and 6) length of the instrument. Each of these topics will be treated below and an attempt will be made to summarize the problems associated with each and the procedures that were suggested to ameliorate the problem.

Recall Period

The major problem with asking respondents about events that happened six months to a year or more prior to the interview is that respondents are likely to forget details of the events or even the occurrence of the event itself. There are trade-offs in reducing the length of the recall period, however (Horwitz). The costs of data collection increase. Tele-scoping or reporting of events that actually occurred outside of the accepted recall period may also increase.

The National Center for Health Statistics (NCHS), in weighing the memory loss with a long recall period against the days of experience lost with a short recall period, arrived at a two-week reference
period for physician and dental visits. Studies conducted by the Survey Research Center at the University of Michigan have shown that reporting of hospitalization using a twelve-month recall period is less complete for hospitalizations that occurred early in the recall period (Cannell and Fowler: 1963). Consequently, NCtS is currently calculating hospitalization rates using only hospitalizations reported in the preceding six months. However, they continue to collect data on hospitalizations for an entire year. A shorter recall period, such as six months, appears to result in some telescoping (Fuchsberg). The Current Medicare Survey uses periods of one month to study hospital re-admissions. Some reporting omissions are found for short, overnight stays for diagnostic tests (Scharff).

The issue was raised as to whether there is fall-off in reporting even with a recall period as short as two weeks for physician visits. The answer appears to be yes (Fuchsberg). Nonetheless, NCtS judged the costs would be too great if the recall period were reduced to, say, a week for physician visits.

Another problem with a long recall period is how to account for the experiences of people who died during the recall period (Horvitz). NCtS has sponsored methodological studies to determine the bias introduced by deaths in the population during the recall period (Sirken). Using a six-month recall period, Horvitz showed that some of the losses in reporting were due to death with the rest due to memory problems. The problem is more serious if the event being studied is correlated with deaths, as is the case with hospitalizations, than if the event is not correlated, as is the case with dental visits (Sirken).

In the former case, the loss is an increasing monotonic function of the recall period.

The bounded interview is one means sometimes used to decrease the effects of telescoping that result from a shorter recall period (Neter and Waksberg: 1964) (Jabine). This process involves a baseline interview and follow-up interviews which solicit the reporting of events that happened subsequent to the first interview. Sudman conducted a recent study involving an initial interview with a three-month recall period and three subsequent monthly interviews concerning physician visits and disability days. This procedure compared the bounded-interview approach and diary method for three monthly interviews (Sudman, Wilson, and Ferber: 1974). The results show telescoping can be eliminated by reminding people of what they said in earlier periods. Omissions in recall, however, still occur.

The diary was suggested as a possible solution to the omission problem (Sudman). While major events such as hospitalizations are less likely to be forgotten, the diary approach is most helpful in aiding recall of physician and dental visits and disability days. The work of Mooney was cited as an early but still useful comparison of bounded interview and diary approaches (Mooney: 1962) (Woolsey).

Variations in the use of the diary were discussed. In some cases, the diary is a relatively complete form which is filled out by the respondent and is used as the primary document for subsequent data processing (Survey Research Laboratory, University of Illinois). In other instances, the diary or calendar form is less formalized. It is used primarily as a memory aid for the respondent, and an interview schedule is subsequently filled out by an interviewer and used as the processing document (Johns Hopkins Medical Economics Study and the Rand Health Insurance Study).

A major advantage of the more complete diary technique is that it reduces the time and cost necessary to collect the data. It might also stimulate more complete recording of events. The use of the diary as a memory aid, seemingly, would also allow the collection of more complex forms of information.

Assumptions about ability to retrieve information lost through memory decay influence the approaches used to combat such loss (Marquis). If the assumption is made that information lost through memory decay cannot be recalled, the general approach is simply not to ask the respondent for that information, but to attempt to collect it through some other source. An alternative view is that little that has been experienced cannot be recalled with the proper memory aids. In that latter case, much more effort is likely to be devoted to recall techniques.

A calendar year is sometimes used for the recall period. One assumed advantage of the calendar-year recall period has been that it corresponds to certain types of records, such as income tax, and to traditionally defined intervals, such as yearly salary. Also, advantages accrue if events are remembered as occurring before or after the start of the New Year. The Current Population Survey, however, has compared weekly and monthly reporting of income with yearly income reporting, but found little difference (U.S. Bureau of the Census, 1963) (Gerson).

Given the differences in reporting according to length of recall period, the question of why the mean estimates on utilization of health services produced by the Center for Health Administration Studies and the National Opinion Research Center (CHAS-NORC) using a one-year recall period have been similar to those produced by the National Health Survey using much shorter recall periods. Procedures in the CHAS-NORC studies that might make estimates similar to those from NCtS include: 1) incorporating into the estimates verifying information provided by hospital physicians and insurance companies; 2) encouraging respondents to consult records of income tax, doctor bills, and insurance policies; and 3) using aided recall methods, such as having people report utilization separately for each episode of illness experienced during the year and the number of times a particular doctor was seen for each episode (Andersen, et al, 1976).
Salience of Event

In general, it has been assumed that the more salient an event the less burden placed on the respondent in reporting it. Respondents who pay fees directly for the physician visits may see these events as more salient than those who get care at no direct cost. There is some evidence that fee-for-service visits are more likely to be reported (Fuchsberg). Similarly in the Rand Health Insurance Study, completeness of reporting of doctor visits was compared to the level of reimbursement people received for their medical costs (Marquis). Those who were to receive reimbursement for the visits they reported would probably view these medical events as more salient than those who were not. Indeed, when the information was collected monthly, the findings were that persons reimbursed for their visits were more likely to report their visits than those who were not. However, there was no difference using a weekly diary. This finding suggests the need to use a short recall period for events considered less salient by the respondent, whereas a longer one can be tolerated for the more salient events.

Generalizations about salience still must be made with caution, however. For example, some events that are salient but extremely painful may be repressed. An example given was the underreporting of infant death in social surveys when compared to vital statistics records (Horvitz).

Frequency of Event

The more frequently or common the event the more difficult it may be to recall, particularly if the respondent is required to recall specific events and details. For example, nutrition surveys asking people what they have eaten show considerable memory loss with recall periods of as short as a week (Greenberg). Diaries may prove particularly useful for this type of event.

Proxy Respondent

A proxy respondent is often very useful to summarize information and provide details for a family member not available for an interview. A proxy respondent is essential in certain instances, such as when soliciting information on young children, on seriously ill or senile persons, and on deceased family members.

For many types of questions, however, proxy reporting appears to be less valid, because events are not as salient for the proxy or, in some cases, because the proxy simply does not have the necessary information. For example, personal expenditure data tends to be less well reported by proxies than by self respondents (Sudman and Ferber: 1970).

For certain other types of information, such as reasons for hospital admission, a reasonably informed proxy serves about as well as the self respondent. For diseases that are socially undesirable or that involve considerable threat to the individual, such as alcoholism, diabetes and cancer, proxy reporting may actually be superior (Sircen).

It is important to define the kind of proxy respondent. Having a spouse respond for the subject is very different from having any other related person in the family serve as proxy. Having the head of the family report on family expenditures and income is likely to be more helpful than using just any available adult. The results depend on the proxy's relationship to the subject, the kinds of questions asked, and the length of the recall period. All of these factors must be considered in deciding whether or not a proxy will be an acceptable respondent. It appears that, except when using "sensitive" questions or collecting information on children, senile persons, and others who would have difficulty remembering and communicating, respondent burden is probably reduced by questioning the subject himself rather than a proxy.

Complexity

The impression of many experienced researchers is that health questionnaires, on average, are complex. Respondents are often requested to provide details on a variety of subjects such as expenditures for medical care; utilization of hospitals, physicians, dental care and drugs; sequence of events in an episode of illness; perceptions of symptoms and illness conditions, comprehensive accounts of their perceptions; and evaluations of their medical care. When these types of information, particularly in combination, are solicited from the respondent, the burden may be excessive.

One strategy to reduce this burden and, at the same time, to hold costs down is to use simple, less complex questionnaires in the initial study phases on a particular topic (Daleniuk). The complex details would be collected in later phases and, then, only on the issues which seem warranted by preliminary analysis. For example, if frequency of events in the preliminary phase is low, the reliability and/or validity appear unacceptable, or if adequate data is supplied by the simple form to answer the research question, then using more complex questions might not be indicated.

It was suggested that this "incremental approach" is somewhat analogous to calibration techniques used by physicists (Daleniuk). Ideally, a point might be reached for those measures that require complex instruments for acceptable validity where the complex form would need to be used only on a subset of the data. The results from this subset might then be used to adjust the major data set collected by the simple method. This approach would have the double benefits of reducing collection costs and the burden on the respondents.

One cannot assume that the results achieved from calibrating one measure, such as disability, can be
applied to other measures such as doctor visits or dentist visits (Sirken). The reliability and validity of the different measures may vary considerably, and each important measure should be calibrated separately. One study of people discharged from hospitals shows little correlation in reporting error for different items including diagnosis, length of stay, and date of admission and discharge (Cannell and Fowler: 1965).

It should also be noted that the validity of the measure may differ according to the order of the questions asked and the other kinds of information that are collected in a given instrument. For example, some differential reporting of disability days might be expected according to whether or not other questions about illness experience preceded those about disability days.

**Length of Instrument**

There was general agreement that personal interviews that lasted an hour or less caused no serious problems in health surveys whereas interviews lasting over two hours caused major problems with both respondents and interviewers due to fatigue (Fuchsberg, Hensler, Kulley, Loscuito, White, and Woolsey). There were mixed opinions about problems with interviews lasting from one to two hours, but consensus that problems increased when the interview length increased from one to two hours. Sirken noted that it was not sufficient to observe the average length of interview, inasmuch as interviews that averaged 45 minutes might require three hours for some respondents.

Length of the questionnaire was perceived as an even more critical problem in self-administered forms (Barnes, Boisen, Bradburn, and Dillman). Here it is the number of pages rather than the length of time to complete that influences cooperation rate. Dillman reported substantial reduction in both quality and cooperation with mail samples of general populations when the questionnaire was longer than 12 pages (Dillman, et al: 1974).

The chief method for dealing with length is by conscious efforts to cut out questions that are interesting, but not critical. Another suggested method is the use of matrix sampling in which not all respondents are asked all questions. That is, using a rotating order, each respondent is asked only a subset of all the questions of interest (Horvitz and Waksberg).

Meyers stressed the importance of being honest with respondents and telling them in advance how long the interview might last. Cannell suggested that it was the subjective, not the objective, length of the interview that was more important. If the respondent enjoyed the interview and the topics were interesting, the interview would seem shorter. Even with an interesting interview, however, extremely long questionnaires caused major difficulties (Woolsey).

**Effects of Instrument Complexity on Different Groups**

In the abstract, the use of standardized modules or measures seems to be highly desirable. Not only is it wasteful to re-invent the wheel, but doing so makes it difficult or impossible to compare the results of different studies if different ad hoc forms are used. Thus, the questionnaires used in the National Health Interview and the model Neighborhood Health Centers and the CHAS-NORC National Health Expenditures and Utilization questionnaire provide models to be followed.

Most of the discussion, however, focused on the limitations of standardized questionnaires and scales for different populations. There was general agreement that questionnaires that work well with middle-class respondents may have serious problems when used with lower education respondents. Other respondent characteristics such as age, ethnicity, social status, and acquiescence were also discussed. It appears that little is being done, however, in most surveys to handle some of the problems raised and there seems to be only limited research in progress or contemplated, although research in this area is both vitally needed and feasible.

Starting with education, it is obviously impossible to get accurate response if the respondent does not understand the words used or the meaning of the question. It is often impossible to detect this on examination of a finished questionnaire, but this language barrier is more readily evident if the interview is observed or if one listens to a tape recording. The problem becomes worse as one moves from behavioral to attitudinal questions and from the more specific to the global. Several examples were cited of mail surveys in which the quality of the data declined with successive mailings. The major reason was that less educated respondents were more likely to respond on later waves and also to have more difficulty with a self-administered questionnaire (Dillman and Sirken).

The current procedures of pretesting questionnaires prevent some of the more serious problems, but often standardized questions or modules are assumed to be satisfactory with limited or no testing. In some cases, particularly dealing with attitudinal and personality scales, these forms were standardized on college students and it is dangerous to assume that they are valid for other less educated populations.

The current procedures standardize on wording, but the content may be perceived differently by respondents with different levels of education. The converse procedure of attempting to standardize by content is extremely difficult and no reports of its use were presented at the conference, although this method is in wider use in cross-cultural studies.

Age differences are also found in standardized questions. Since both memory and energy decline for persons above middle age, questions that can be answered accurately by younger persons are much
more difficult for the aged. Although these problems are recognized in studies that focus entirely on the aged, they are generally ignored in studies of the total population. Solutions could include reducing the length of the recall period, so as to lessen the burden on the respondent's memory and energy, or obtaining data on this population from the records of medical providers.

Obtaining data from medical providers presents special problems. The chief methods for securing a high degree of cooperation and accurate response from providers are to have the study sponsored by an organization the provider respects and to make clear to the provider group the positive applications for the findings.

Ethnicity differences also affect standardized questions. Different ethnic groups use different forms of para-medical help such as curanderos by Spanish and felshers by Slavic respondents. Certain types of symptoms and folk medicine practices are also unique to some ethnic groups. Particularly, if native language questionnaires were used instead of considering the non-English-speaking respondent as a refusal, these special topics might be included in the questionnaire.

The lengthiest discussion related to respondent social and psychological characteristics and, particularly, acquiescence. As an example, the work of Carr was cited as indicating the effect of acquiescence on the Srole anomie scale (Carr: 1971). Since acquiescence is highly related to the respondent's social class, much of the data that show increased alienation in lower class black respondents may be caused or contaminated by acquiescence.

Woolsey gave examples of memory errors that were generally consistent across respondents over several events. Most respondents who were asked to recall the date of important news events tended to telescope the dates forward. A subgroup, however, consistently did the reverse. Exactly what the characteristics are of respondents who err in different directions is not understood.

The need for social approval is another variable that varies by respondent and influences response. One unexpected consequence of the need for social approval is the overreporting of some items by members of subgroups that most respondents would under-report. The smoking of marijuana, sexual experiences and participating in deviant activities may be over-reported by teenagers whose peers admire such activities (Boruch).

Overreporting of socially desirable activities is reduced by using less personal methods such as self-administered forms and telephone, instead of face-to-face, interviews. Acquiescence can be reduced by making the questions more specific and less global. No method, however, completely eliminates underreporting of highly threatening events, although this problem can be alleviated by methods suggested in later sessions.
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Summary and Conclusions

The topics discussed in this section are how health survey research instruments relate to respondent burden and differential responses of subgroups in the population.

Respondent burden is the level of demand placed on the respondent in order to answer questions in the survey instrument. Burden is generally considered to be reduced by a short recall period, questions about salient and infrequently occurring events, questioning the subject personally rather than a proxy respondent, and limiting the length and complexity of the survey instrument. Various techniques were considered that might allow the researcher to collect the needed information while not unduly taxing the respondent.

There was general agreement that questionnaires that worked well for middle-class respondents may cause problems for certain minority groups. Thus, while standardized questionnaire modules are highly desirable for purposes of standardization and comparison, caution must be exercised in applying these modules to subgroups. Respondent characteristics that must be taken into account include education, age, ethnicity, social status, and tendency toward acquiescence. Ways to reduce bias caused by these factors were discussed.

Needed Research

The following needs for additional research were mentioned during the session. The listing is random, not by priority.

1. Judgments on length of recall period are already supported by substantial research, but additional work is needed on the effects of varying length of the recall period on proxy respondents vs. self-reports and on old vs. young respondents.

2. Although diaries are being used and tested for the collecting of health data, additional work is needed to see how they work with differing educational levels. Also necessary are special studies of techniques to improve respondents' ability to deal with more complex diary forms.

3. More systematic measures of the effectiveness of aided recall procedures and the use of records are needed, again especially with differing education levels.

4. Questionnaire length can be reduced by subsampling along the items of interest. The impact of this method on the accuracy and completeness of the remaining data needs to be measured. Also, procedures should be further developed for estimating total events on the basis of a sample.

5. A similar area of research is the measurement of improvement in quality due to subsampling members in large households. Again, procedures are required for making estimates of total household experiences and expenditures on the basis of a subsample.

6. Systematic measures of the effects of the time required to complete health interviews could easily be obtained from existing data by measuring quality vs. the actual length of the interview. Experimentally, one could measure the effects of time, length, and fatigue by varying the order of certain sections of a standard questionnaire.

7. There is a need for measuring the effects of various kinds and levels of incentives on cooperation and quality of data for especially complex medical studies and for special subpopulations for whom the interview is more difficult. These incentives can be fiscal or other kinds of goods and services.

8. Determining equity in health services involves comparison among subgroups of the population. Special studies for dealing with data collection from various ethnic and minority groups need to be supported.

9. Given the complexity of some health surveys, approaches to reduce respondent burden should receive special attention. Examples include bounded interviews, matrix sampling, and respondent compensation.

10. With the proliferation of health surveys and attempts to use them for health planning and prediction of utilization, reliability and validity studies of questionnaire items are becoming increasingly important. Funding should be provided for both secondary analysis of existing data and new study designs to measure reliability and validity.
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Introduction

This conference is a formal recognition of the growing interest in the quality of data in health surveys and of the need to focus research attention on improving survey methodology. Historically emphasis has been on interviewer bias, suggesting that the researcher was blameless in the quality of reporting and the interviewer was at fault.

Over time has come the realization that the data collection interview is a complex interactive process between two people. This interaction can be positive and lead to accurate and complete reporting, or it can have profoundly negative effects that bias or inhibit accurate reporting. Recently, emphasis has been focused on the components of the interaction, and research has been undertaken to use the interactive force to improve reporting.

Attention has also been given to the growing awareness that the task given the respondent is frequently too difficult for him to perform. Sometimes he does not possess the information sought or he is unwilling to report it, or he is insufficiently motivated to put forth the necessary effort to produce accurate reports. Consent to be interviewed is not a commitment candidly to answer all conceivable questions or to expend an unlimited amount of time or effort on the interviews. Respondents are volunteers who control and limit this participation. The limits of data collection are those pieces of information that almost all people can report with modest effort or can be universally induced to exert the effort required to report.

Session I focused most on these tasks. This session is primarily about the way the task is presented: the interviewer and his or her procedures.

Telephone Interviewing

One of the most important recent changes in the interaction process of the interview is the increased use of the telephone. Although in the past the use of telephone interviewing for Government sponsored health-related research has been minimal, it has become widely used in recent years.

A distinction needs to be made between three different applications of telephone interviewing:

1. For re-interviews of persons initially interviewed in person.
2. For a one-time survey, but using personal follow-up procedures to include those who either have no telephones or who cannot be reached by telephone.
3. For a one-time survey conducted solely by telephone interviews.

The Federal Government has used the telephone primarily for panel survey re-interviews. Waksberg cited the use of telephones for re-interviews in the Current Population Surveys by the Bureau of the Census. Jabine noted the use of telephones with a panel survey of Medicare recipients. The Health Interview Survey is experimenting with a panel to obtain health expenditure data by telephone.

When a sample initially interviewed in person is re-interviewed by telephone, there are no special sampling issues. Gerson reported that those without telephones or for whom the interview is particularly complicated are visited by a personal interviewer in the CPS.

The cost savings in using the telephone for interviews are substantial in some studies; other studies have shown only minimal cost savings. Moreover, the use of the telephone has been carefully evaluated for both the CPS and Medicare panels. Comparisons of response rates, the reliability of answers across waves, and the distribution of responses reveals no statistically significant difference between the success of telephone re-interviews and personal re-interviews. LoSciuto validated reports of data of birth via telephone and personal interview against birth certificates and found no differences. The reliability of reporting of items previously reported was the same whether the re-interview was in person or by telephone (Institute for Survey Research: 1975).

Telephone interviews supplemented by personal interviews have also been used for one-time interviews. For household-based samples, the basic problem is to obtain a significant number of telephone numbers. Hochstirn had field listers attempt to make contact
with households, obtaining telephone numbers whenever possible without callbacks (Hochstim: 1967). In Rhode Island, City Directories (such as those published by R. L. Polk) were used to obtain telephone numbers (Thorntonberry and Scott: 1973). A combination of these procedures was also used with a Vermont sample (Fowler: 1973). In all three cases, a personal interview was carried out with those addresses for whom an interview could not be completed by telephone.

The percentage of all interviews completed by telephone varied from 60 to 80 percent. In all cases, significant cost savings resulted from use of the telephone. The overall response rates obtained using the combined procedures have been at least equal to those obtained by personal interviewers. Tully reported that his evaluation of some 20 surveys conducted in experimental health areas that commonly relied on this combined strategy generally had response rates in the 85 to 90 percent range.

Comparisons were carried out (Hochstim: 1967; Thorntonberry and Scott: 1973) between subsamples interviewed entirely in person and comparable subsamples interviewed with the combined telephone-personal strategy. Neither study found any significant differences for standard health items. There were some differences in the Hochstim study for other types of items included in the survey.

It should be noted that household-based samples permit sending an advance letter to respondents. All the studies cited above in which response rates were in the 85 to 95 percent range used advance letters. Dillman said he had evidence that response rates via telephone were significantly better if an advance letter could be sent (Dillman and Freg: 1974). Colomotos and Boisen mentioned similar experiences.

Two questions of note were raised about the above procedures. First, if the percentage of households for which telephone numbers can be obtained is sufficiently low, the cost savings associated with telephone use may be mitigated. Second, if the addressers for which personal interviews are necessary because of the absence of telephones are widely scattered, the costs of the personal interviews may be disproportionately high, again reducing the cost benefits of telephone usage.

The problem of the coverage of a sample was discussed as a greater problem for studies that rely solely on the telephone, without personal follow-up procedures. The alternatives for sampling in this case include lists; such as telephone directories, and random digit dialing. Of course, good lists, such as those of organizational members, are no problem. However, telephone directories are a very weak source from which to draw a population sample. Mobility—the problem of people listed in the directory moving and new households moving into an area that are not listed—is one major concern. People who request that their telephone numbers be unlisted or unpublished are another omission. Although less than 10 percent of the households in the country do not have telephones, there are major differences by race and income, with the rate of non-telephone-ownership being as high as 25 to 30 percent for blacks. The latter rate appears to be primarily a function of income and probably applies to poor whites as well. In any case, there are biases nationally and in some areas if non-telephone owners are omitted from a sample. Waksberg cited the availability of not fully analyzed 1970 census data that would be helpful in describing telephone ownership.

Sudman pointed out that there are areas in which there is high stability, and almost universal telephone ownership, where these problems are minimal. The mobility problem is reduced in some places where telephone directories are issued every three months and are available from the telephone company or one of the directory publishers (such as R. L. Polk). Schuman cited a study in Cincinnati (Klecka and Tuchfarber: 1974) that showed little difference in estimates from a household-based personal interview survey and a comparable survey using random digit dialing. Random digit dialing eliminates the problems of incomplete telephone number lists, but, of course, does not provide a way to include those without telephones.

It was clear that there are circumstances in which each of the procedures suggested as a way to obtain telephone samples can be useful. However, it was also clearly agreed that the researcher must be aware of who will be omitted by the sampling procedure he uses. When in doubt about omission biases, it is probably advisable to use a procedure that is supplemented by personal interviews to include those without telephones and/or who are omitted from lists.

Next discussed were the strengths and limitations of telephone procedures for the kinds of questions that can be asked. It is clear that questions requiring visual materials have to be modified for telephone use. Income, where a card is typically presented to respondents with a large number of detailed categories, was cited as an example. Sudman reported success in achieving comparable results on the telephone by presenting a series of intervals. He felt that most of the objectives achieved by visual materials or cards could be achieved on the telephone with imaginative questionnaire design. Others (notably Dillman) felt that there were objectives that are difficult to achieve on the telephone—for example, rank ordering of lists.

Colomotos cited an example of a question that initially yielded biased information from doctors (Colomotos: 1969). When asked how many journals they read, doctors gave a lower number on the telephone than in person. But, when the question was changed to ask them to list the journals they read regularly, the difference between telephone and personal interview procedures disappeared.
Data collection that benefits from interviewer observation clearly suffers. Haberman felt that alcoholics were more accurately identified in personal interviews because the questionnaire data were supplemented by interviewer observations. When respondents are asked to check such things as medical records, checkbooks, or labels on prescription bottles (White) to verify their recall, the task is much more easily accomplished via personal interview than by telephone.

The question was raised as to whether or not there were certain subjects that should be avoided on the telephone. The consensus seemed to be that there were not. Properly done, it appeared that the range of topics likely to be covered in health-related studies have been “successfully” carried out on the telephone.

Coombs and Freedman (1964) have been using telephone procedures for follow-up to personal interviews, asking questions on pregnancies, family planning, and related topics. They report that the telephone appears to be a method as satisfactory as the personal interview for collecting such data. They stress, however, that these interviews followed a personal interview. Mooney, Pollack and Corsa (1964) report similar success on sensitive topics such as menstruation.

Sudman validated reporting of “threatening” information such as drunken driving and going into bankruptcy. Although there was considerable error in reporting both in a telephone and a personal interview, there was no marked difference in data accuracy obtained in the two procedures.

Cannell reported some data from a study in Kansas City using standard mental health scales that suggested the following pattern: for those times that were extremely threatening or only mildly threatening, there were no differences between telephone and personal interview responses. For items that appeared to be moderately threatening, however, respondents seemed more likely to describe themselves in a positive way on the telephone than in a personal interview (Henson, Roth and Cannell: 1974). Bradburn cited work using his “happiness” item that showed no difference; but Cannell thought those items were probably at the less threatening end of the continuum of the Kansas City questionnaire. He concluded that there was need for some caution and further research as we apply telephone interviewing to other substantive areas.

Overall, with proper introduction by advance letter or with an initial personal contact, there is no obvious restriction on the subjects about which interviews can be conducted on the telephone—either through concern about accuracy or response rates. However, the data cited by Cannell and the lack of comparative research for one-time surveys on topics other than fairly basic health measures suggest a need for some caution and some further research with respect to the application of telephone to the more sensitive topics.

In a similar vein, some people expressed concern about how long a telephone interview could be. Some organizations try to limit telephone interview length to 20 minutes or half an hour. However, other researchers, such as Sudman, reported no difficulty in having interviews that last an hour or more. There seemed to be no basis for saying that the restrictions on length of telephone interviews were any greater than those on personal interviews; although it is clear that most users tend to keep telephone interviews shorter than personal interviews; moreover, there was little experience with telephone interviews that lasted over an hour except with special populations.

The suggestion that telephone interview schedules, and perhaps the training of interviewers, should be different from those for personal interview schedules was discussed in some detail. There was a dearth of hard evidence, but there was a considerable amount of feeling that some compensation was needed for the absence of visual cues in the interaction between interviewer and respondent. Dillman reported that he has interviewers frequently summarize answers and verify them with respondents. Bradburn discussed the theoretical and laboratory work of Ingev that there are “back channel” (feedback) noises people make that keep conversations going that should be standardized in telephone interviews. This seems to be an area in which some comparative research is needed. At the moment, there do not seem to be any clear guidelines for different procedures to account for the special type of interaction on the telephone, although the need for such procedures seemed likely to the participants.

Finally, several advantages of using the telephone in the administration of surveys were cited. Following respondents who relocate through panel studies and coverage of respondents widely dispersed geographically is greatly facilitated by telephone. Persons difficult to find at home can sometimes be more readily reached by telephone. Persons residing in places where interviewers are reluctant to go such as urban highcrime neighborhoods or high-rise apartments with extensive security systems, may be reached more successfully in a telephone survey. Busy professionals or elite respondents may be contacted more successfully and interviews completed at their convenience via telephone, as Columbotos has shown.

It was also suggested that telephone interviewing might reduce the between-interviewer differences. Visual cues that might produce bias are not factors. However, Columbotos finds as much between interviewer variance on the telephone as in person in his surveys of physicians. Apparently, that potential has not yet been realized. Nevertheless, the potential for close supervision of telephone interviewers—monitoring their actual interaction with respondents (making certain not to violate Federal laws regarding tapping) and the potential to select and use interviewers without restrictions on age, appearance, car ownership and mobility—should permit higher standards for inter-
viewer performance to be achieved, and increase standardization of techniques. There is also the potential for rapid entry of computer processing; data telephone interviewers with a terminal can enter answers during the interview.

In summary, there appears to be consensus that for many purposes for which personal interviews have been used, telephone techniques can produce data of equal or higher quality, often at lower cost. The possibility of excluding significant segments of a study population by exclusive reliance on the telephone needs careful attention in any given study design. There seem, however, to be few if any bases for saying a priori that the telephone is a less satisfactory data collection modality than the personal interview. The telephone interview has the potential for solving some problems that have plagued personal interview procedures. There is need for further research as its applications are extended, but there are few obvious limits on its utility at the moment.

Compensation

The question of paying respondents or compensating them in some other way for their participation in a survey has been debated for years. In this conference, the focus was only on the rate of cooperation or the quality of response. Issues such as the appropriateness of paying low-income respondents for reasons of justice may be very important in certain contexts but are not considered here.

One could argue that compensation could increase respondent commitment to a task and relieve feelings of exploitation; or that it could detract from reporting accuracy by making people feel that they are being bribed. Sudman has some data indicating that diary keeping may be somewhat more complete when respondents are compensated; but, in general, there is no conclusive evidence on this point.

There is, in contrast, a good deal of data on the value of compensation to increase cooperation in data collection efforts. It appears that when respondents are being asked to accept a moderate task, within the range of the standard one-time interview of about an hour, compensation does not have a significant effect on response rate. However, when the positive forces on respondents to cooperate are fairly low—as in a mail survey—or when a great deal is being asked of respondents, compensation appears to be helpful. Panel studies using diary techniques benefit from compensation, particularly in the third and fourth waves (Sudman and Ferber). Success with payment to induce a sample of young adults to take a series of tests that took several hours was also reported (Chromy and Horvitz: 1974).

Compensation need not always be monetary. Feedback on panel results has proven helpful to maintain panel cooperation (Sudman), and Greenberg pointed out that providing diagnostic information results from health examination surveys is an incentive for cooperation.

Hagerman reports that his interviewers liked being able to compensate respondents in a study of alcoholism, although it was not clear it affected the response rate. The role of the interviewer was also cited by LoSciuto: when interviewers had small gifts from which respondents could choose, slightly higher response rates were obtained.

Knowing at what level to compensate respondents was discussed briefly. Horvitz cited the need for empirical testing to decide the amount of compensation to offer for a given task. This issue was reinforced by findings in psychological laboratory experiments, in which paying too much actually reduced task performance while moderate compensation increased the performance.

In general, there was little enthusiasm for compensating respondents unless unusual demands were made of them, such as repeated interviews, lengthy interviews, difficult tasks, etc. Perhaps the sense of the conference was best reflected in a Bureau of the Census experiment, reported by Gerson. When trying out a diary technique, Census paid matched groups different amounts of money and compared the response rates with an unpaid control group. The response rates were unsatisfactory for all groups. They then proceeded to work harder on training their interviewers, who without compensating respondents subsequently obtained much higher response rates than any of the preceding groups. The moral may be that there are many ways to enlist respondent cooperation. Although it may seem only fair to compensate those of whom a great deal is to be asked, for more modest tasks there are other better understood, more reliable, and probably more effective ways to enlist cooperation; and most researchers would probably do best using those.

Response Sets

The group spent some time discussing “response set.” The ideas that emerge reflected a breadth of ideas and concepts ranging from a description of symptoms to more causal hypotheses. In contrast to some of the other topics discussed at the session, it is clear that the issues are complicated, and they interact in complex ways. The discussion was illuminating even though many issues were raised and no firm conclusions were reached. Clearly, this an area on which much more research attention needs to be focused.

Marquis’ statement of the problem is that it is useful to think of a response set such as acquiescence or conformity as a response that is generated by some stimulus other than the question content itself.

Such extraneous stimuli include a wide variety of factors: the form or wording of the question; the difficulty of producing an adequate response; the perception of, or the expectations of, the interviewer
(especially if the interviewer is seen as being of higher status); the level of effort the respondent is willing to exert; and the social desirability of alternatives offered to respondents.

These can be subsumed under two general headings. In one case, it appears that there are forces that dominate a question, leading many respondents to respond in a way that does not reflect their true response. In the other case, the respondent either has no ready response or the task of generating a valid response requires greater effort than he is willing to put forth. In the latter situation, his response may be based on some extraneous cue from the question, from the interviewer, or from some other aspect of the situation.

The discussion differentiated the source of the cue from the form of the response that is generated. In some cases the source and the response mode are closely linked, and in others they are quite independent. For example, if the interviewer is perceived as having more education than the respondent, the respondent may be reluctant to report that he seldom reads books. If an abstract question is not understood, but only a yes or no response is required, the respondent may merely pick one answer rather than admit his lack of understanding.

The following is a list of the various factors discussed at the conference that have been found to influence the kinds of responses that are obtained:

**Relative status of interviewer and respondent**

Indicators of differences in status may influence the respondent and the interviewer. The status difference may be mediated by such factors as ingratiating, resistance or conformity. Indicators of status may include education, social class, or income.

Some research (Fowler: 1965; Cannell, Fowler and Marquis: 1968) has found clear differences in interviewer behavior toward respondents with different levels of education, particularly in their interpersonal interaction and feelings. Respondent perception of the interview situation and behavior in the interview also differed by education. For example, when the respondent was of lower education level than the interviewer, respondent behavior was more ingratiating and submissive. In experimental work, when the interviewer had higher education than the respondent, feedback resulted in better respondent performance. However, when the respondent was of higher education, performance did not improve, and in some cases, worsened (Marquis, Cannell, Laurent: 1972). One hypothesis to explain these results was that the relative status made feedback appropriate and welcome by less educated respondents and inappropriate and resented by higher educated respondents.

There were various comments on the effects of these status differences on the quality of data. Weiss found middle-class interviewers obtained better reporting from people on welfare than indigenous interviewers (Weiss: 1968). Bradburn cited Hyman results that showed that similarity of interviewer and respondent led to unwarranted assumptions by the interviewer that he understood the view expressed by respondents (Hyman 1954). An anecdote was told about past ingratiating behavior of low-income Blacks in the South with respect to white interviewers—the status difference produced apparent cooperation but little actual cooperation in obtaining good data.

**Other demographic differences**

Interviewer age and sex have been thought to be important to the quality of responses. Age or sex matching of respondent and interviewer has been advocated, especially for topics in which these may be expected to influence the response. Bradburn reported a consistent finding that young interviewers (most often college students) were especially poor interviewers. He attributes this, however, not to age but inadequate training and experience. Other comments also suggest that the major variable involved is the adequacy of the training the interviewer receives rather than the age characteristic. LoSciuto, Colombotos, Meyers and others report that when training was adequate, sex or age of interviewer showed no effect, even in studies in which differences might be expected.

One of the most extensive discussions dealt with interviewers' race. The results of that discussion are summarized in a subsequent section.

**The form of the question**

There was some discussion centering around the idea that some question forms, such as agree-disagree, yes-no or unbalanced format may be distinctively likely to lead to particular response sets. These apply particularly to attitude scales commonly used in sociological research. It was suggested that acquiescence scales can be built into questionnaires to identify people most likely to respond with certain sets. It was also noted that these procedures are difficult to apply; moreover, the issue has somewhat limited relevance to standard health surveys.

Carr reported on his study of acquiescence response with the Srole Anomie Scale (Carr: 1971). There was considerable discussion of acquiescence and other response sets, their characteristics and causes. Ware suggested that what appears to be acquiescence is often a reflection of the form in which the question is asked, especially those in which the alternatives given the respondent are in fact not alternatives. He cited other forms of scale items that may give rise to acquiescent-appearing responses but which in fact reflect other factors. It was generally agreed that more needs to be learned about response sets—what they are and what factors underlie them.
The subject of the question

There are well-established effects of the affective component of questions. Such concepts as social desirability and threat to self-image were mentioned.

Some research (Cannell, Fisher and Bakker: 1965; and Cannell and Fowler: 1965) found that the more threatening the reason for hospitalization the less likely such hospitalization would be reported. A similar pattern was found in the likelihood that a chronic condition would be reported (Madow: 1967). Sudman reported validated data that showed under-reporting of undesirable events, such as being arrested for drunken driving, and over-reporting of desirable characteristics, such as having a library card.

Monteiro said that differences in male-female reports of disability days because of illness may reflect a greater reluctance of men to admit they were ill. Greenberg said that Sidney Cobb's data indicate that men who are unemployed are more likely to attribute disability days to illness rather than to being laid off. Both were referring to unpublished data. Apparently, it is more socially desirable to report illness than unemployment. In these and in previous examples, the result of social desirability forces is likely to be biased data.

Cues from the interviewer

The interviewer may give cues that affect respondent behavior. The types of cues that may be given are virtually limitless— involving verbal and non-verbal cues.

Marquis suggested that the number and types of probes an interviewer uses, and his pace, can communicate to respondents certain expectations for respondent behavior. It has been found (Cannell, Fowler and Marquis: 1968) as established in independent interviews with interviewers that their goals of accuracy and speed are communicated to respondents. Fuch- berg noted that the speed of the interview is one of the most important indicators to the participants that there is a rush to complete the interview.

Reaction to the difficulty of the task or question

When the respondent is given a difficult question or one that requires a great deal of effort to retrieve the information requested, he is liable to take a short cut that produces response error. The researcher is often unaware that this has occurred, because an acceptable, codable answer was obtained. Some data on task difficulty (Cannell, Fisher and Bakker: 1965 and Cannell and Fowler: 1965) show that hospital stays in the distant past and those that had low impact (because they were short or did not involve surgery) were less likely than others to be reported.

Personality or cultural patterns

It was suggested that some cultural patterns generate response tendencies. Reeder, for example, suggested that Mexican-American respondents in Los Angeles may have a ye-o-saying tendency. Others have suggested that certain ethnic groups tend to exaggerate or minimize their health problems.

Racial matching of interviewers and respondents

The issue of whether more valid data are obtained in interviews in which the interviewer and respondent are of the same race has been the subject of much discussion over the past several years. This subject is of sufficient importance in survey research that we have separated the discussion from other related topics.

There was general agreement among participants that whether the race of the interviewer and respondent was the same or different had no discernible effect on the data reported except where the interview focused on racial topics. This conclusion was stressed especially by Bradburn, LoSciuto, and Schuman who reported their own and other research to substantiate this position (Schuman and Converse: 1971). The evidence also generally supported the conclusion that racial matching made no difference in response rates (LoSciuto). However, Schuman found that black interviewers did obtain somewhat lower response rates in some white neighborhoods. It was suggested that studies showing black/white differences might well reflect less thorough training of the black interviewers.

From this discussion, the participants generally agreed that, while there may be some minor effects from racial differences between interviewer and respondent, much of the early concern over the issue has been dissipated. Black interviewers are generally as successful, both in response rates and in the data obtained, with white respondents as with black. Similarly, white interviewers can interview either race respondents.

When the topic of the interview is racially related, however, significant effects are reported (Schuman and Converse: 1971). Interestingly enough, it appears that matching the race of the participants is not always best. Greenberg reports the feeling of interviewers in a study covering sensitive topics of family planning. The interviewers felt that black interviewers obtained less accurate reports from black respondents because of their concern their responses might be spread to other members of the black community by the black interviewers. Weiss provides quantitative findings consistent with these impressions (Weiss: 1968).

The conference hoped that this discussion may help lay to rest the recurring topic of race matching of interviewers and interviewees. That race may reflect other characteristics that will affect interviewer results (education, sex, age, socioeconomic status, and
most important, training and experience) should not be overlooked.

Conclusion

There are other points that could have been raised that can or do affect the responses obtained. Marquis pointed out that we should not only consider interviewer status or respect as a source of bias, but also the possible positive uses of interviewer influences. This was an appropriate follow-up to his earlier characterization of response bias. In fact, most of the factors discussed in the section influence responses. In some cases we know how to minimize their effects by manipulating question wording or objectives. However, in many cases the possibility that an extraneous factor may influence a response cannot be eliminated. Rather than settling out on the almost endless task to eliminate all possible biasing factors, the solution would seem to be to strengthen and structure those forces that lead to the desired outcome, namely, accurately answering the questions asked. The goal should probably be to make giving accurate answers the dominate force in the interview. Some efforts to accomplish that goal are discussed in the final section of this session.

Methods for obtaining respondent cooperation

The topic of pay to respondents as a means to motivate good interview performance was discussed earlier. One of the criticisms of payment was that it was unclear what meaning the payment would have to respondents. No doubt the meaning would depend on the respondent’s circumstances and the way the compensation is presented. A payment for time spent may have a positive effect whereas a perception of it as a “gift” may appear as a reward for giving the interviewer the answers he wants.

The researcher’s goals, of course, are to induce the respondent to accept the task of being a good respondent—not simply going through the motions of giving some answers, but to attempt insofar as possible to give the answers that meet the researcher’s objectives. Throughout the conference, and in this session in particular, the issue of how to achieve this was discussed. The desire to contribute to research, the relationship to the interviewer, and payment are examples of forces that operate on respondents in ways that may help to achieve this goal. However, the meaning is unstructured and the ways respondents react to them can vary widely.

Overall, though, we know that survey data are the result of a complex interaction among interviewers, respondents, question content, and interview procedures. We have to take respondents as they occur in the population, and question objectives may be difficult to change, although they can often be modified to reflect our understanding of what respondents are in fact willing and able to do. The main things we can change, however, are the interviewers’ beh-
haviors and the procedures they are asked to work with.

Cannell presented some findings of a research program designed to harness and structure the potential forces that can be brought to bear on respondents in a way that is much more directly related to achieving the research goals. The studies attempt to accomplish this by focusing on the information being reported and on the reporting process rather than on any personal affective response to the respondent.

Rapport may be (as Hyman noted years ago) not only unnecessary, but deleterious to the interviewer role. A more professional, task-oriented interaction may be better and more productive of better reporting (also see Dohrenwend et al.: 1968).

Woolsey and Gerson commented that Census interviewers are characterized by a very businesslike approach. Gerson believes this also has the advantage of reducing interview time, and thus, saving money.

Early studies examining the interaction patterns showed that much interviewer behavior was spontaneous; that is, was not part of his training or instructions but reflected particular interpersonal needs of the moment or the interviewer’s interaction with others. These idiosyncratic behaviors were individual in nature, varied from interviewer to interviewer, and were outside the control of the researcher. The feedback techniques used were especially individual in nature and appeared to be a major potential source of interviewer variation in the completeness and accuracy of obtained responses.

Experiments were conducted and designed to control much of the interaction, especially the important feedback techniques. This was done by making the questions more self-contained and by specifying feedback statements for the interviewer to use. These statements focused explicitly on the process and content of the respondent activities of answering questions rather than on the rapport or interpersonal affective aspects of the interview.

Essentially three different kinds of strategies have been used. One of these involves giving respondents detailed instructions about what they are supposed to do—not just on individual questions, but for the interview as a whole. Instructions stressed the importance of accuracy, of reporting even minor events, and of encouraging the respondent to work hard to recall distant or insignificant events. Such instructions appear to improve reporting significantly.

A second strategy is designed to clarify the respondent’s commitment to accuracy by making it explicit. When a respondent agrees to an interview, typically he or she probably does not know details of what has been agreed to. Some respondents are probably agreeing to go through the motions, while others are agreeing to provide accurate information. Interviewers may communicate differently about what they perceive the agreement to be. No doubt, some interviewers communicate the fact that all they want is
some answers to fill some blanks in the questionnaire.

In an experimental study of the effects of commitment, a written form was presented to respondents for their signature. The form stated that by signing the document, respondents were agreeing to give complete and accurate information to the best of their ability. They were told that if they could not make this commitment, they should not continue with the interview. The interviewer also signed the same form, committing himself in writing to the confidentiality of the data.

This procedure accomplishes at least three goals. It has the potential to eliminate the respondent that is a chronic problem for survey researchers: the one that appears to accept the task but in fact does not. Second, it clarifies and standardizes for respondents what they are agreeing to do. Third, by virtue of signing, the parties are in essence making a commitment, which becomes an additional force on them to honor it.

The results were that only a small percentage of respondents refused to sign the form, and the quality of reporting improved significantly.

Sudman reported a similar procedure used in a pretest of collection of income data. In this case, he used a lengthy introduction, that noted that the subject of income is a sensitive one; that some people have fears about IRS or possible misuse of the information. It assured respondents that answers will not be misused and advised respondents that they did have to answer questions. However, if they choose to answer the question, they were requested to do so accurately. Essentially, it tells the respondent that the researchers would rather have no answer at all than a poor one; and that by answering the question, a commitment is being made to do it to the best of the respondent’s ability. Sudman reports that the rate of refusal to answer is lower with this instruction than without it, but that the quality of information appears to be considerably better than with the standard approach. He is presently conducting a field experiment that will provide data on this way of asking about income.

A third strategy studied by Cannell is the use of positive and negative feedback by the interviewer, depending on the respondent’s answer.

In effect, the procedure rewards “good” performance and reacts negatively to inadequate performance. For example, a respondent was asked whether she had been sick or not feeling well at any time during the past two weeks. If illness was reported, this positive feedback was given—“That’s the kind of information we need for this study.” If the respondent gave a rapid “no” response, the feedback used was something like: “You answered quickly. Sometimes it’s hard to remember these things. If you think about it again you may remember something.” This strategy is another attempt to clarify what is expected of the respondent. Moreover, it makes it clear that the interviewer expects a certain level of quality and is not a passive person who will accept any level of performance. We know that interviewers communicate their expectations (Fowler: 1965); but they communicate different ones, in an unstandardized way. One important goal of the strategy is to standardize the expectations interviewers communicate and the way they communicate them. The result of the procedure will increase significantly the reporting of events or behaviors known to be commonly underreported.

An analogous experiment reported by Sudman also used directive probes. For those who denied ever using marijuana, for example, the probe was, “Not even once?”

These studies have not been fully analyzed and the full potential of these strategies has not yet been evaluated. However, they mark an important and promising avenue to improve the quality of data collection. Interviewing has its roots in the nondirective clinical interview. Being nondirective in terms of the content of the answers is, of course, essential; but being nondirective with respect to the quality of the answers is not. Interviewer variation has consistently been found to be very large. Examination of the interviewer-respondent interaction shows that the majority of the discussion between interviewer and respondent is not standardized and it deals with something other than the question and answer process.

One important aspect of these experimental efforts is to minimize interviewer behavior that is not standardized. By structuring transitions, instructions, and responses to answers, some of the sources of between-interviewer variation can be reduced. Moreover, the structuring is in the direction of clarifying respondent expectations and setting some standards for them.

In the conference discussion, it was pointed out that these procedures may lead to overreporting. Clearly, reinforcement can most easily be used when the direction of bias or error is known in advance. It is more difficult to apply when there is not a clear criterion for interviewers to use. However, the general instructions and strategies for enlisting commitment to accuracy can be applied to all kinds of reporting.

The tests of these procedures thus far have been limited to increasing the reporting of events or conditions commonly underreported. The criterion has been that more reporting is better reporting. For the items used, this assumption is well based in validity studies. However, these strategies require more development and testing. In particular, validation is needed with better criteria for accuracy and with a wider range of health items.

The training and procedures of interviewers have remained essentially unchanged for thirty years. Looking at the reporting problems we have at the moment argues that we sorely need to do a better job of eliciting high-quality performance from respondents. Work to date suggests that we can do better through structuring interviewer behavior and setting clear goals for
respondents. At this time, this is perhaps the most promising area of research to improve survey data collection methods.
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Summary and Conclusions

This session of the conference focused on the
interaction between the interviewer and respondent,
and several positive and negative results from these
interactions were discussed. That the task given a
respondent is often too difficult for him to perform
adequately and willingly was given attention during
this session as well as in the one that preceded it.

Telephone interviewing received special attention
since the method of data collection is being utilized
increasingly because of its lower costs compared with
personal interviews. The danger that some segments
of the population will be excluded from the sample
if the telephone is used as the exclusive method must
be given careful consideration.

There is considerable evidence that the quality of
the data from telephone interviews is comparable to
personal interviews, although more evidence on this
issue needs to be obtained.

Compensating respondents evoked considerable
discussion, the general conclusion being that there
was no good evidence that financial or other rewards
improved the response rates, and there was some con-
cern that such techniques might, in fact, introduce
biasing forces. It was generally agreed that unless
special demands were made on the respondent, in
terms of time or work load (such as keeping exten-
sive diaries), compensation should not be made.

Some of the complex issues of response sets were
discussed. Since this is both complex and diverse in
nature, no firm conclusions were reached. Rather, the
nature of the discussion and the lack of adequate re-
search data suggest that the area deserved much more
research attention. Diverse topics were considered,
ranging from the effects of relative status between
interviewer and respondent, the form of the question,
the nature of the subject of the question, and per-
sonality and cultural response patterns. On racial
matching of interviewers and respondents, the group
felt that the evidence was sufficiently clear to con-
clude that when the topic of the survey or individual
questions were racially related, racial matching was
important. For non-racial issues, racial matching was
unimportant and not a potential source of bias.

The session concluded with descriptions of cur-
rent research designed to improve the quality of re-
search data by achieving better respondent perfor-
ance. Several studies were described in which inter-
viewer techniques, question designs, and other pro-
cedures were used to improve reporting. Several such
techniques had significant effects on respondent per-
formance. The general conclusion was that research
on respondent performance and techniques for im-
proving it was particularly promising and should be
encouraged.

Needed Research

There are five areas of research that emerge from,
or are directly related to, the discussion in this section.
1. The increased use of the telephone for Govern-
ment-sponsored research is clearly a new and im-
portant development. There are three clear areas of
uncertainty regarding the use of telephone in-
terviews:

a) How to use telephones as the basic data collec-
tion modality for a one-time survey without
serious concerns about the quality of the sam-
ple. While random digit dialing and household
based samples using combinations of telephone
and personal interviews are promising and ap-
pear to be successful, there is a lack of clear guidelines for when and how telephones can be used. The issues include when—for which populations, under what conditions—replying on the telephone alone is biasing, what kinds of supplemental procedures can be used to avoid these biases, and the circumstances under which combinations of telephone and other procedures are not cost effective.

b) There is a need for research on what special interviewer techniques or behaviors are required for telephone interviewing.

c) There needs to be more extensive testing of the effect of telephone procedures on the quality of data. There have been no conclusive experiments in which the quality of telephone data has been independently validated. Although aggregate data on the telephone approximate personal interview data for standard health interview items, the application of telephone procedures to a broad range of subject matters—particularly those whose social desirability bias is an issue—has not been fully evaluated.

2. The role of interviewer behavior on interview results is a critical area for research. We know there is a great variation by interviewer without fully understanding the reasons or what to do about it. There is some promising preliminary work that leads one to suspect that interviewer variation can be decreased and interviewers can be used to greatly improve respondent performance. However, this work needs to be much more developed. We are not close to being able to prescribe specific interviewer procedures.

3. Although there is uncertainty about what the interviewers conduct should be, there are many procedures that are well documented as being essential to produce reliable data. However, there is great variability in the training and monitoring procedures used to implement these procedures.

The importance and content of training; the efficacy of different amounts or kinds of training, and efficacy of different quality control strategies have not been evaluated adequately. Such evaluation is critical as we attempt to set guidelines for better methodology.

4. Related to Number 3 above is the problem of adequately reporting on the quality of data collection. Researchers report sampling error estimates as if they were the only or primary source of error in survey data. They report response rates. However, the way interviewers do their job has been shown to account for 50 percent of variance in the data’s accuracy. It is highly desirable to develop standard indices for the quality of data collection. This means determining what the relationship is between various indices of interviewer behavior and the quality of data that results.

5. Of all the demographic issues raised, perhaps the most pervasive is the impact of status differences between interviewer and respondent. This stems, in large part, from the fact that most established interviewing staffs are well educated—at least high school graduates, and more commonly college educated. The consequences of the fact that in most survey projects a substantial number of interviews are conducted by interviewers who are obviously of higher status than their respondents is not well documented. Furthermore, because that is likely to remain the case, we need research on how best to deal with this situation; we need to know in what circumstances is status difference between interviewer and respondent important; and what interviewers can do to counteract the negative consequences.

6. Additional research on “Respondent Compensation” is needed, especially on varying levels and types of compensation. Current evidence on this subject is mixed, i.e., compensation payments neither improve the response rate and the quality of the data, nor do they have a deleterious effect.
VALIDITY PROBLEMS

Bernard G. Greenberg, Ph.D., Chairman
Monroe G. Sirken, Ph.D., Rapporteur

Introduction

At the outset, the Chairman explained the origin of this particular session and summarized the reasons for dividing the time as shown in the outline of the Conference Agenda. The idea started out as a session that would be devoted to the problems and methods of collecting data on highly sensitive and/or confidential questions. The purpose was to promote a discussion of randomized response and other survey methods that are useful in minimizing mean square error, where the latter term is defined as the sum of the square of the bias plus the sampling variance.

The bias refers to the error in estimating the true mean of a distribution of a continuous variable or the proportion of some attribute measured on a dichotomous or multichotomous scale. The reason for the bias involved here is the lack of cooperation that results in nonresponse or untruthful reporting by those who appear to participate fully by providing a reasonable, but not completely correct, response. It is worth noting that the bias not only affects the measurement of central tendency, but that frequently the impact is even greater upon the magnitude of the mean square error. There is no simple or direct way to measure bias; otherwise, one could adjust estimates of mean and standard deviation by correcting for such bias. The goal is to eliminate or reduce to a minimum the effect of this bias in reporting. Thus, the topic of sensitive questions, listed as the third item in the Agenda, was basically the starting point.

As the conference planners considered the problem of bias, it became evident that more than simply sensitive questions were involved since bias may result from other sources as well. Thus, the scope of the session was broadened to consider validity in general. In the connection, the usefulness of checks for accuracy of response by utilizing simultaneous record checks when data from several sources are collated and compared. Data should not be accepted at face value and supplemental sources of information should be used whenever records can be checked in this manner. Further consideration of record checks led to the realization that the process would sometimes involve the problem of matching and linkage of records. Currently, these are most often carried out by computers using material from data banks and other large data registers. The problems of matching and techniques of linkage comprise a whole subject area requiring full attention in itself, but interest was primarily in the uses of linkage as a means to verify data. This resulted, therefore, in the second item listed on the agenda for this session.

In any discussion of record linkage, the question arises as to whether such matching may be a violation of the confidentiality of the data. The use of a record for a purpose not intended when the information was originally collected raises invasion of privacy questions. Thus, before realizing it, the problem of obtaining answers to sensitive and potentially stigmatizing questions had broadened into the four areas in the agenda, viz., confidentiality and the invasion of privacy problem (IPP), record linkage to establish validity, methods of obtaining answers to sensitive questions, and the use of simultaneous record checks to ascertain validity. Discussion is planned in that sequence.

Confidentiality and Invasion of Privacy

Before inviting participation from others, the Chairman introduced the subject of confidentiality and invasion of privacy. It seems ironic that at a time when society needs more data on the personal and family life of its citizens in order to plan, administer, and evaluate social programs of all kinds in health, education, and welfare, there is a growing tendency to view the collection of such data as an evil in itself. Undoubtedly, there have been instances of abuse and misuse of personal data files by persons doing so either intentionally or without realizing it. Thus, data on race in the field of health have come under criticism (Terris: 1973) and then later were defended (Greenberg and Cassel: 1974). At any rate, the potential for abuse and misuse of personal and confidential data always exists; therefore, there has been a growing tendency to prevent the collection of such data or to withhold its use to a narrow or limited audience. In some context, any demographic variable involving age, race, sex, place of origin, education,
marital status, and others can be viewed by some as confidential information and potentially embarrassing. Thus, although statisticians and survey researchers have been faced with problems of confidentiality ever since the first census in 1790, the individuals and agencies involved were aware of the highly sensitive nature of their data files and took unusual precautions to protect individuals and groups. The data were treated in a scientific manner and caution was exercised not to allow commercialization of the results or embarrassment and risk to any individual when data were disaggregated into minute components.

The advent of computers, credit cards, and the growth of large data banks on all types of persons and their characteristics began to chip away at the sanctity of the data and the methods previously considered adequate as safeguards. Within the last few years there has emerged a curious alliance of two large groups anxious to restrict the compilation and use of such data files. On the other hand, there are liberals who are concerned with the protection of civil liberties and the fear of big brother in government repressing the rights of individuals. Data files of the FBI and CIA may justify this concern. On the other side of the spectrum are those who would generally be considered politically conservative and who have been opposed to any data collection procedure that might impinge upon their freedom to act for their own interests. Thus, questions about family planning were early viewed as an invasion of the privacy of the bedroom. The interesting case that occurred prior to the 1970 census when a Congressman from Ohio tried to limit the type of data collected by the Bureau of the Census is another illustration of this concern. The item that triggered this reaction was the proposed question about a family's bathroom and whether it was private or shared by others.

A recent piece of legislation enacted in 1974 bears directly on the question of confidentiality and invasion of privacy in data collection efforts. It is called the Privacy Act and became effective on September 27, 1975.

The provisions of the Act were reviewed briefly (Jabine). It was pointed out that the Act applied to record systems directly controlled by Federal agencies and to systems operated for Federal agencies under grant or contract with private agencies. Retrievable records, both administrative and survey types, that identify individuals are the focus of this legislation. The Act includes the following provisions:

1) An inventory of data systems will be published so that the public will be advised of the existence of all data systems that meet the provisions of the Act. The compilation of a comprehensive inventory of eligible data systems is now under way.

2) The prospective respondents must be informed about the authority for collecting the data, whether mandatory or voluntary, and the use to be made of the data gathered in the survey. The confidentiality provisions of pending data systems will be made known to the public by notices that will be inserted in the Federal Register annually or more frequently if changes are made in the confidentiality provisions.

3) Every individual has a right to know what information is contained in his data records in the Federal agency and to request corrections in his record in these data systems.

4) There are limitations on the transfer of data in record systems from one Federal agency to another for statistical purposes. A release from each individual is required unless either of these conditions is satisfied:

   a) A notice in the Federal Register states that release of the information to specified agencies for specific purposes is intended. Transfers to other agencies are possible if the purpose is compatible with the purpose with the reasons the data were originally collected.

   b) Transfer of information to the Census Bureau will be permitted without prior notification to the respondent if the information being released is related to the Census program.

Discussion by participants centered on the provisions of the Act and their interpretation. It was pointed out that some provisions were subject to various interpretations and that it was not clear that the Act applied to all Federal agency data systems financed under contract with private and non-Federal agencies. It is not clear how the Act applies to data collected in the past. The view was expressed that the Act is a threat to statistical collection and compilation operations and that it is doubtful it would permit repeating some important statistical studies involving transfer of information from one agency to another such as the Birth Registration Test and the University of Chicago National Study of Social Class Differentials in Mortality. Also, there is the danger that the Privacy Act will serve as model legislation for state and local governments. It was proposed that professional groups acting collectively rather than independently, exert influence to modify the legislation. An avenue for such action might be through the National Research Council, which has a committee (chaired by Dr. Alice Rivlin) that is investigating the negative consequences of overly restrictive legislation on linking data files. Furthermore, the Committee on National Statistics, National Academy of Sciences, has an arrangement with the Bureau of the Census to convene a panel to investigate the effects of the Privacy Act.

This problem is not peculiar to the United States. Several Western European countries have in recent years adopted legislation to protect the confidentiality and privacy of individual records. In Sweden this has restricted the scope of statistical studies. Dalenius (1974) has presented an overview of the invasion of
privacy problem and discusses statistical techniques for overcoming this problem.

The effect of the Act with regard to Social Security numbers was mentioned. The opinion was expressed that the Act did not ban the use of the Social Security number on non-SSA records but makes the reporting of the number a voluntary matter for the respondent. Any universal identifier as a requirement is banned by the Act.

The discussion on confidentiality and invasion of privacy may be summarized as follows:

1) Recent legislation has generated a conflict of interest between the need to protect the confidentiality of individual records and the need to produce essential statistics required for social and economic program planning and evaluation. This conflict of interest presents a real but unnecessary threat to one producing essential statistics.

2) This conflict of interest is not an inherent feature of data systems. As a matter of fact, traditionally, the major statistical Federal agencies have been the most outspoken proponents of and contributors to the policy and practice of assuring and providing confidentiality of information about individuals.

3) Recent legislation has contributed to the problem by its lack of specificity and clarity. Thus, the legislation is open to various interpretations and it is vague about matters of its implementations. Its primary weakness, however, is that it fails to make clear a distinction between statistical records, administrative records used for programmatic and regulatory purposes, and administrative records used for research purposes.

4) Several conference attendees proposed that professional societies represented by statisticians, social scientists, and related groups, should seek to amend the Privacy Act and influence the implementation of its provisions so that a clear and viable distinction is made between record systems used for statistical purposes and those used for program and regulatory purposes while, at the same time, preserving features of the Act that strengthen the confidentiality of records of individuals.

Record Linkage

This subject of record linkage (Waksberg) began by stressing the technical difficulty of conducting linkage studies, especially from the viewpoint of matching records for the same individuals in different data sets. Alternative objectives for conducting linkage studies were described as follows:

1) To evaluate statistics that are generated by a data system. For example, the Census Bureau has conducted coverage studies involving linkage of birth records and Census records, and income studies involving IRS and Census records. Establishing positive matches between records in different systems is always a difficult problem, and there are errors due to mismatches and nonmatches. Frequently, it is difficult to decide which of the matched records is the more valid one.

2) To supplement the statistics obtained from a data system. In the Medical Economic Study being conducted by Johns Hopkins University and Westat under contract with the National Center for Health Statistics, the household expenditures on medical care being collected from a panel of consumers in a household sample survey are being supplemented by data obtained from the records of medical sources providing the care and the records of health insurance companies making the third party payments.

3) To obtain outcome statistics to evaluate a non-statistical program. For example, the effect of Employment Training Acts is being evaluated on the basis of the future earnings of trainees as reflected in Social Security records of the trainees.

The Chairman recommended that the group concentrate on the first type of study and address the question, "How do you decide which record is correct?"

It was observed that there is no universal rule. In many studies, however, the answer is reasonably clear. For instance, utility costs based on the records of utility companies are probably better than those based on responses to a household survey. Similarly, physician costs based on doctor records are probably more valid than those reported in household surveys. There are instances, however, in which one cannot assume that records of physicians are more valid than responses in household surveys. For example, for pregnancies involving a fixed cost for a specified regimen of care, the records of the obstetrician may fail to list all visits since the patient is not charged separately for each of them.

Several participants introduced their own experiences in trying to determine validity of records. In the pretest of teen-age drug use (Haberman), alternate labeling methods were investigated. More drug users were enumerated when the persons provided their names, which was the least anonymous of the labeling methods. Records being used for validation purposes may be plagued by the same problems as the statistics being validated. For example, the D.C. Drivers Test (Boisen) attempted to use drivers' licenses to estimate undercoverage of black males in critical age groups in the Census. However, the addresses on the drivers' licenses were subject to gross inaccuracies.

There is reason to be suspicious about equating an increase in frequency of reporting with greater validity. For example, studies of college groups (Boruch) indicate that there is overreporting of marijuana use and driving while drinking and other types of behaviors approved by peer groups. Although
the guidelines are not entirely clear the Alcohol and Drug Abuse Acts of 1970 and 1971 empowered the HEW Secretary to grant testimonial privilege to social researchers working on these topics.

There are ways of checking physician records to determine accuracy in reporting. One method is internal consistency. For example, for persons with allergies, the standard practice (Sudman) is to require an allergy shot once every week or two. If the patient reports on a regular basis for three months for a weekly shot and the physician's record indicates sporadic visits by the patient, one suspects that it is the physician who is in error. A study was done in Saskatchewan (Fuchsberg) comparing household interview survey data with physician records. It was discovered that 15 percent of physicians' claims were not filed and, hence, never appeared in the record system.

The use being made of records can sometimes be a guide to the records validity. For example, it is socially desirable for a physician to specify his teaching hospital affiliation when reporting information for AMA records, even though he may have no such affiliation (Monteiro).

Sometimes underreporting may be due to matching problems. In one study, (Cannell) about 15 percent of the admissions were not reported by hospitals. By repeatedly returning the unmatched names to the hospital, the underreporting was reduced from 15 percent to 2 percent.

There is a growing concern about the effect the invasion of privacy and record linkage problems will have on response rates. For example, in one study (Woolsey) hospital records are being used to estimate the incidence of fairly rare diseases. The plan is to supplement the information in the hospital records by conducting surveys with the patients and their families. Thus, the names and addresses of patients as recorded in the hospital files are needed. Some hospital authorities have concluded that family authorization is needed before their hospitals can participate in the study. One solution would be to have the hospitals serve as the agent for collecting the information from the families; another solution would be to have the hospitals request authorization from the families. (Neither solution seems to be ideal because of inherent problems in both.) A legal type authorization form versus an informal letter approach is being considered.

In concluding the topic of record linkage, the point was made that perhaps the group was being overly pessimistic about the use of validation studies. For example, the factors associated with disease etiology are rarely determined by a single epidemiological study. Similarly, it may take a combination of several validation studies before conclusions can be reached about bias errors. In its validation studies, the Census Bureau depended on several studies to estimate response errors.

Sensitive Questions

The Chairman mentioned that at least five techniques have been found useful in gathering data on sensitive questions, protecting data confidentiality during transmission over telephone lines and/or while in storage on computers and in data banks, or in restricting the interpretation of published data so that confidentiality is retained. These methods are by no means a complete listing because they omit such obvious techniques as anonymous replies, sampling of variates, use of interval measurements, and other procedures.

Randomized Response

The first technique discussed was randomized response, a technique developed only ten years ago by Stanley Warner (Warner: 1965). The term randomized response is a misnomer because it is really a response to a randomized question. To illustrate use of the technique in one of its simplest forms, the Chairman demonstrated its application. His objective was to ascertain what proportion of the conference participants had cheated on their Federal income tax in the year 1974. For purposes of definition, cheating was defined as the underreporting of income, such as dividends, interest, honoraria, or consultant fees by $25 or more, and/or the overstatement of deductible items, such as medical expenses, business expenses, or charitable contributions by a like amount.

The participants were asked to take a coin from their pocket and proceed as follows:

"Toss the coin in the air and if the result is 'heads', keep that fact to yourself but answer the sensitive question 'Yes' or 'No'. The sensitive question is whether or not you cheated on your income tax last year. If the result of the coin toss is 'tails', answer the nonsensitive question in the same way. The nonsensitive question is whether your mother was born in the month of April. (If you do not know your mother's exact month of birth, substitute your own month of birth but keep the fact to yourself.)"

The Chairman then wrote on the blackboard the same instructions.

**HEADS** I cheated on my Federal income tax last year.

(Yes or No)

**TAILS** My mother was born in the month of April.

(Yes or No)

All those who wished to reply "Yes" raised their right hand, and fourteen were counted. Those who wished to reply "no" then raised their hands and thirty-six were counted.

14 Yes
36 No

50 Total = N
The Chairman explained that if there had been no cheating on income taxes last year, the only persons who would have raised their hands would have been those who had a coin turn up “tails” and whose mother was born in April. The expected number of such persons is approximately \((\frac{1}{2} \times \frac{1}{2})\) of 50, or slightly over two. Thus, there were 14–2 = 12 persons who admitted to cheating as defined. To convert this number to a percentage, only one-half of the 50 persons would be expected to have a coin turn up “heads” and were thus supposed to answer the sensitive questions. Hence, the proportion of cheaters is calculated as follows:

\[
\frac{14-2}{\frac{1}{2} \times 50} = \frac{12}{25} = 48\%
\]

Several questions were raised by the conference immediately following this demonstration. Would the respondent believe that randomized response did not violate his privacy? Would he not be equally as willing to reply anonymously on a piece of paper placed in a sealed envelope? Is there any cooperation between these two methods? Does tossing a coin create more suspicion among respondents than other randomizing devices? Has there been a validation of responses?

The Chairman responded to some of the queries before inviting general discussion from the floor. He said he knew of no studies comparing the randomized response versus the anonymous reply placed in an envelope but expressed a personal preference for the coin toss because of a possibility that an interviewer might open the envelope and record the respondent’s name after leaving the interview. With respect to validation, he mentioned a randomized response survey on annual income conducted in North Carolina. The results for both black and white families were within a few dollars of the averages published by the Bureau of Labor Statistics for the southeastern part of the United States.

The role of education of respondents and the possible effect of education on respondent cooperation was raised. The (Brown and Harding: 1973) study of drug use among officers and enlisted men was reviewed (Horvitz). In all cases of drug usage except marijuana, the reported use was greater by randomized response than by anonymous questionnaire. The increase in reported use was greater among officers and this may be either because they understood the method better or they felt more threatened by the possibility of apprehension through the anonymous questionnaire. There is no question that the more threatening the respondent perceives by the question, the more value there is attached to the procedure of randomized response.

In a study of induced abortion in Taiwan, Chow and others (Chow and Rider: 1972) used randomized response among the general population in that country. In fact, they used complicated sim-

pling devices consisting of a volumetric flask containing colored balls and a cloth bag containing colored stones. The results were similar to all the other studies of induced abortion in such populations. The rates estimated by randomized response were high and, as indicated, in line with what one would expect to have occurred if the truth could be ascertained.

A report was made (Sudman) on studies that suggest in special situations in which randomized response reduces underreporting, although it does not eliminate bias. Samples were selected from Court records of people who had declared bankruptcy, and from persons arrested for drunken driving, and also from the general population. Comparisons of underreporting were made between randomized response, face-to-face interviews, telephone interviews, and self-administered questionnaire. In the case of drunken driving, randomized response was best although there was still some underreporting. On bankruptcy, there was zero underreporting using randomized responses. But, when dealing with socially desirable attributes such as voting, randomized responses did not appear to work at all. In summary, not all response errors are eliminated by randomized response. Moreover, whenever data are to be classified by other variables, such as age, race, or sex, the sacrifices are even greater because the sample sizes are reduced.

Questions were raised as to whether or not the respondent might feel he was giving away his privacy by having to report “Yes” and whether there was an ideal nonsensitive question. In reply, the point was made that the nonsensitive question undoubtedly affects the respondent cooperation and influences the variability of the estimate. If the frequency of the nonsensitive question is symbolized by \(\pi_r\), the respondent member of the sensitive group is given the maximum protection when \(\pi_r=1\). Thus, in the demonstration concerning cheating on income taxes, if the coin toss was tails, the respondent could have been instructed simply to reply “Yes.” In that way, at least 50 percent of the replies would have been in the affirmative and the respondent would have the maximum protection were he in the sensitive class. Of course, a “No” response would mean the respondent is answering the question on cheating and privacy is thereby lost.

If \(\pi_r=1\), protection for the sensitive group member is greatest but the variance is also large. Conversely, if \(\pi_r=0\), it is almost the same as if the direct question had been used because a “Yes” reply indicates membership in the sensitive class. Of course, in the latter case the sampling variance would be at a minimum. The Chairman felt that it is desirable to try to select \(\pi_r\) at approximately the same level of frequency as estimated for the sensitive question. That choice provides adequate protection from respondent suspicion and is close to the minimum variance.

More research on this issue is needed on this subject, however, as well as on respondent perception.
and how it relates to his cooperation and willingness to tell the truth. Some persons might perceive a difference in a sampling device that was using the sensitive question 50 times out of 100 versus one with a probability of one-half from a coin toss.

It was pointed out that there was a need for a rough idea of the magnitude of the bias in a direct question approach to decide whether the increased sampling variance was worth the sacrifice. This issue was discussed in some of the first few articles on randomized response published in the *Journal of the American Statistical Association*. It was shown there that one need not have more than 5 to 10 percent untruthful reporting of a binomial variable to more than compensate for sacrifice resulting from the randomized response technique. The opinion was expressed that bias will vary with the socioeconomic status of the individual and how threatening the question is to him. More research is needed to compare the different methods so as to measure the bias with sufficiently large groups of respondents of differing backgrounds and with a wide variety of sensitive questions.

Reference was made to a study in which a validity comparison confirmed randomized response technique at an early stage of its development. This was a study of illegitimacy in North Carolina in which sample households, obtained from birth records on file with the state health department, were visited and randomized response used to determine whether or not an illegitimate birth had occurred. The proportion of illegitimate births in the sample was known in advance and was used for comparison with the randomized response estimate. In white households the correct answer was 7.7 percent illegitimate births whereas randomized response estimates were 7.4 percent was estimated. Black households were purposely selected to yield an illegitimacy rate of around 50 percent. The true value among the birth samples was 45.4 percent and through randomized response 42.3 percent was estimated. This latter was in a sample size of less than 100.

The possibility was raised as to whether or not a direct question might have done just as well when dealing with illegitimate births. In response to this, another study was cited in which a direct question was asked about births occurring in households. Only households in which a birth had actually occurred were included in the sample. Among illegitimate births, over 50 percent of the respondents reported no birth had occurred in that household. This, of course, is a very large bias.

The point was made that in almost all surveys reporting confidential data the degree of bias is not shown. If one reports the response rate at 85 percent, we do not know if this is high or low. It was also observed (Dalenius) that one advantage of randomized response would be if a court were to subpoena survey records, nothing could be used against a particular respondent. This is another reason randomized response is so valuable; moreover, developments in the technique since 1965 have been tremendous. Finally, there is no reason randomized response cannot be used in conjunction with other methods, including direct response.

In summary, the consensus seemed to be that randomized response has a lot to offer in those special situations where the respondent may feel threatened with an invasion of his privacy. More research and applications need to be undertaken on the use of sampling devices, new designs, use of innocuous questions, use in mail surveys, and the role of the interviewer. The interviewer has a more important influence in randomized response than with structured interview schedules because he or she must not only be convinced of the value of the method but be prepared to answer questions to allay any respondent suspicions.

**Coding Designs**

Coding designs are methods useful to collect data as well as to protect their confidentiality during transmission over telephone lines or storage in computers. The coding procedure, since data are stored in binary sets, is a series of 0's and 1's. The same sequence is used to decode as to code the data if binary sets are used as in a computer.

The coding designs can be combined with randomized response so that the sequence of 0's and 1's may be random as long as the program of generating them is kept secret. This influences the calculation of correlation coefficients between sets of data. It was mentioned that about 1971 there was a Ph.D. thesis by William Barksdale at the University of North Carolina that discussed this problem of correlated data in randomized response.

These coding techniques are useful where many persons have access to data in the computer. The point was made that a cryptic device is useful to protect confidential data inhouse. Also, in publishing data, sometimes data in a cell may be subjected to randomized response as long as the marginal totals are retained. (Reference was made to a report in the Office of Education on this subject).

It was also pointed out that sometimes a face sheet with identifying data can be stored separate from the data sheets as long as there is a linkage file. Attending Census Bureau representatives confirmed their desire to protect the privacy of data transmitted over telephone lines.

**Weighing Designs**

Weighing designs are survey techniques that can also be used to collect sensitive data. The original work on weighing designs done by Hotelling many years ago weighed small objects on a balance scale. With this method instead of measuring separately
the weight of objects X and Y in turn, with error of σ for each weighing, one can obtain as much information in two weighings as from four. The ingenious device is to weight X + Y, and then X – Y. The weight of X is one-half the sum of these two results, and the weight of Y is one-half the difference of the two results. The result is that each estimate has the same standard error as if it were based on the mean of two direct weighings (Wallis and Roberts: 1956, Banerjee: 1975).

This concept is easily transferred to collecting sensitive data where Y may be a threatening question and X not. Thus, suppose one-half of the sample respondents are asked:

"How many times did you go to the movies during the last month? plus How many abortions have you had during the past year?" The other half of the sample respondents are asked: "How many times did you go to the movies during the last month? minus How many abortions have you had during the past year?"

Obviously, these are only illustrations of the technique and one has to use care to choose X so that it is always greater than Y to avoid negative numbers.

There are many variations on this technique that can be combined with randomized responses, such as Federer and his colleagues at Cornell have done. They used balanced incomplete block designs. Thus, they were interested in obtaining estimates of seven variables so that each group of seven respondents was asked to report the totals of three questions, as follows:

\[
Y_1 = X_1 + X_2 + X_4 \\
Y_2 = X_3 + X_2 + X_5 \\
Y_3 = X_4 + X_4 + X_6 \\
Y_4 = X_5 + X_4 + X_7 \\
Y_5 = X_6 + X_3 + X_1 \\
Y_6 = X_7 + X_2 + X_2 \\
Y_7 = X_8 + X_3 + X_3
\]

That is, the first respondent in each group of seven was asked to report the sum of variates X_1, X_2, and X_3. The second respondent was asked to report the sum of X_4, X_6, and X_3, and so on. The interviewer does not know which three questions the respondent has added for his answer since the latter drew one of the seven possibilities at random. The estimating equations are straightforward (Smith, Federer, and Raghavaraao: 1974, Raghavaraao and Federer: 1973).

One participant (Waksberg) observed that what worried him in estimating the Y question in the simple design with (X+Y) is that the variance of the nonsensitive X question may be so much greater and one is not really reducing the variance of Y. One should pick an X with a low variance in the population.

**Contamination or Error Inoculation Methods**

The Chairman expressed regret that Dr. Boruch had to leave the conference early, because the latter has contributed many ideas and applications to this area in which contamination procedures are purposely introduced to mask the true value of an observation. The method can be used to inject error by the respondent in his reply so as to protect its confidentiality. The contamination might also be used in data storage in computer files or whenever confidential data are published for small cells or areas that might be easily identified.

Dr. Horvitz commented that in one version of this technique the interviewer directs the respondent to use some randomization choice in order to determine whether to lie or tell the truth when replying to a sensitive question. One random choice might be simply to lie when answering a sensitive question, whereas the other random choice would be to tell the truth. What happens is that false negatives and false positives occur, and one has to correct for them in estimating the true proportion. Thus,

\[
\begin{align*}
\rho & = \frac{\rho - a}{\sigma} \\
\beta & = \frac{\beta - a}{\sigma} \\
\pi & = \frac{\pi - a}{\sigma}
\end{align*}
\]

Where \( a = \) false positive rate
\( \pi = \) reported proportion
\( \beta = \) false negative rate

It was observed that this is somewhat similar to what Dr. Kenneth Poole reported in his recent article (Poole: 1974). Poole was interested in the distribution function of a continuous variable and used income distribution as an illustration. He combined the contamination with randomized response by asking the respondent to multiply the true response by a random number and to tell the interviewer only the final result. A similar technique involves adding or subtracting a random number, with mean zero, to the true response and reporting only the contaminated algebraic sum. A question was asked whether this is not a weighing design and, if not, what the difference is between a weighing design and contamination.

The Chairman stated there was a structural similarity but that a weighing design involves the reporting of sums of several components, not individually identified, without any inoculation of error. In the contamination procedure, one adds a contaminant at random. For example, suppose the respondent's income is $20,000. The respondent is asked to choose a random number between 1 and 5 from some device. If he selects 3, the reported answer is $60,000 and the interviewer would not know whether the true value is $12,000, $15,000, $20,000, $30,000 or $60,000. The contaminant is selected at random.

As noted earlier, Dr. Boruch was not able to be present to emphasize the value of this procedure or to amplify its applications in certain instances of sensitive data. Boruch has compared the method to randomized response both in a theoretical sense and in actual field trials. The design can also be made more complicated in ways other than by simply inoculating false positive and false negative errors. Others
have examined some of these designs and two handy references are the papers by Warner (Warner: 1971) and Greenberg, et al (Greenberg, Horvitz and Abernathy: 1974). Before leaving Dr. Boruch gave the Chairman a copy of his latest effort in this area. The report involves the use of the technique to preserve data file confidentiality (Campbell, Boruch, Schwartz, and Steinberg: 1974).

Network Surveys of Rare and Sensitive Conditions

Sirken discussed network surveys as a method of dealing with sensitive questions by protecting confidentiality.

The health and related conditions about which respondents are sensitive and feel threatened when asked about them in population sample surveys, are often rare conditions. Thus, survey estimates of these conditions are not only subject to substantial underreporting but to large sampling errors as well. Various design strategies have been proposed (Sirken: 1970) for estimating rare health conditions, but few strategies have been proposed for estimating conditions that are both rare and sensitive. In these remarks, Sirken described briefly (1) the network survey methods for controlling both the sampling errors as well and (2) an interesting application of this method to a household sample survey of substance use that was recently conducted for the Michigan Office of Drug Abuse (Sirken: 1975).

The essential feature of the network survey of substance use is that the drug user is permitted to be enumerated at more than one enumeration unit. To adjust for the contingency that not all drug users are eligible to be enumerated the same number of times, network estimators require ancillary information that is not needed by the estimators of conventional surveys since the latter would not permit the same drug users to be enumerated more than once. Several unbiased network estimators have been reported (Birnbaum and Sirken: 1968, Hsieh: 1970). One of these, the multiplicity estimator, weights every enumerated drug user by the inverse of the number of enumeration units where the user is eligible to be enumerated. The ancillary information needed to calculate the counting rule weight is usually collected from the person who reports the drug user in the survey. For example, if the household survey adopted a counting rule that made drug users eligible to be reported by their friends, the person in the survey who reported a friend as a drug user would also report the number of the user's friends.

The Michigan Survey of Substance Use estimated the prevalence of substance use during the preceding year for alcohol and 15 different kinds of drugs. Two sets of estimates were produced. One set, referred to as the conventional or self-estimates, was based on questions in which the sample persons reported their own use. The other set, referred to as network or friends estimates, was based on projective questions to which the sample persons reported the percentages of their friends who used each substance. The friends estimator of substance use was the average of the percentages of friends users reported by sample persons in the survey. The friends estimates were between 50 and 200 percent higher than the self-estimates for each of the 10 nonprescribed and illicit drugs but somewhat smaller than the self-estimates for alcohol and for 4 of the 5 prescribed drugs. The sampling variances of the friends estimates were uniformly (25 to 50 percent) smaller than the sampling variances of the self-estimates.

The friends estimates are puzzling. Why are they larger than the self-estimates of nonprescribed and illicit drugs? In this connection, one can note that the question about friends use preserve the anonymity of the drug users since their identities are not divulged by the friends who report them in the survey. Hence, the questions on nonprescribed and illicit drug use by friends might be less threatening and, hence, less subject to underreporting than the questions on self-use of these drugs. However, this does not explain why the friends estimates appear to be about the right order of magnitude. A possible explanation was offered along the following lines.

The friends estimator, being a network estimator, would be unbiased if every user enumerated in the survey were weighted by the inverse of the number of times he was eligible to be enumerated. In this case, the number of times a user is eligible to be enumerated is equal to the number of the user's friends. In the Michigan Survey, however, the estimator weighted the enumerated users by the inverse of the number of the respondent's friends. Thus, a sufficient condition for the estimator based on friends use in the Michigan Survey to be unbiased is that the friends of drug users each have about the same number of friends and this number is equal to the number of friends of the drug user. The condition would be satisfied, if, for example, the friends of a drug user were friends of each other and none of them had any other friends. The fact that the friends estimator has smaller sampling variance does not necessarily imply that it is superior to the self-estimator because (1) the estimates, based on both estimators, are subject to measurement errors that would arise in conducting the surveys, and (2) for fixed sample size the survey costs are greater for the friends estimator than for the self-estimator. Selected experiments need to be conducted to estimate the mean square error and cost components associated with the two estimators to determine the conditions under which one or the other estimator is indicated. Since the preliminary findings from the Michigan Survey findings are intriguing, they deserve to be investigated, replicated, and hopefully improved.

Dr. Eckerman suggested that it was possible that the friends estimator overstates drug use.
This may simply be a function of lack of knowledge and misapprehension regarding usage by others. Chanck (1932), in an early study of norms in a rural community, coined the term "pluralistic ignorance" to account for the fact that while many household respondents actually deviated from church instilled norms prohibiting card playing and use of alcohol and tobacco they at the same time contended their neighbors and friends adhered to these norms. We may be encountering a similar phenomenon in the drug abuse field but with people overestimating rather than underestimating their friends' drug usage. He suggested that research was needed to investigate this matter. Sirken agreed, but added that it is generally believed that population surveys underestimate the prevalence of non-prescribed and illicit drug use.

Record Checks

The Chairman asked two or three participants to discuss the question of how to use record checks to establish validity.

Mr. Shapiro noted that the Health Services Research and Development Center of The Johns Hopkins University, in collaboration with Westat, Inc., is testing alternative survey methods for collecting information on medical utilization and expenditures under a contract with the National Center for Health Statistics. A household panel is being requested to maintain diaries on health care experience over a six month period. Two experimental variables are being tested: periodicity of reinterview (monthly vs. bimonthly) and type of contract (in-person vs. telephone). The cost-effectiveness of the alternative strategies is being measured using several criteria including accuracy and completeness of household data determined through comparisons with data records of health care providers and third party payers.

Dr. Federspiel discussed the Medicaid Program in Tennessee. The primary objectives of the project are to ascertain validity and to get some idea of the extent of improper prescribing of drugs. The data files are being studied. The file of medical service claims that contain the diagnoses for services provided has been matched with the file of prescription claims that identifies the purchased drug. The matched records have disclosed inappropriate prescribing of some drugs in the validation process.

Mr. Jabine reported that record check studies (Steinberg: 1973, Scheuren, Bridges, and Kills: 1973, Scheuren, Kills, and Oh: 1973, Learner: 1974, Robbins and Siegmund: 1974, Dyer: 1974), involving intergovernmental agency data linkage (the Census Bureau, Internal Revenue Service, and the Social Security Administration) were conducted to improve the quality of statistics on income distribution. The studies have linked income data reported in the Current Population Survey with earnings and benefit data reported in Social Security records. The Pilot Link Study was conducted in 1968, and the Exact Match Study was conducted in 1973. The Social Security number was one of the variables used to match records in the two data systems. Another record check study currently underway involves linking of reports of Social Security income payments in the March 1975 Current Population Survey with reports of earnings records in the files of the Social Security Administration.

It was further observed that a selected bibliography has been completed on the matching of person records from different sources (Garey and Hwang: 1974).
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Summary and Conclusions

Persons collecting data in surveys should always be on guard to ascertain the validity of the responses. Bias may occur not only because the information involves a sensitive area of questioning but also because the respondent may not know or remember the true facts.

Sensitive questions can be ordinarily scaled into four categories as follows:

1. Illegal actions or behavior (e.g. cheating on income tax, driving under the influence of alcohol, speeding).
2. Not illegal but socially deviant behavior (e.g. specific unusual sex practices, alcoholism or other drinking patterns frowned upon by society).
3. Embarrassing facts (e.g. bankruptcy, failure in school, dishonorable discharge).
4. Confidential data wherein privacy is sought (e.g. earnings, voting behavior, history of illness).

In attempting to validate data, one technique is to use other available records. In such cases, one must be careful not to violate the provisions of the Privacy Act of 1974 especially since it is becoming possible to link more records by means of computers and the use of universally used identifying numbers such as found on Social Security cards and drivers' licenses.

It was agreed that some provisions of the Act threaten to stop many of the kinds of legitimate research and validation procedures statisticians have used for decades. There was consensus that statisticians and survey researchers should attempt, through their professional organizations in having objectionable portions of this legislation modified to permit research that cannot harm an individual either directly or as a member of a group. Specifically, the point was made that a distinction should be drawn between record systems used for statistical purposes (e.g. vital statistics, census) and those used for program and regulatory purposes. Suggestions were made to channel these efforts through the National Research Council and the Committee on National Statistics of the National Academy of Sciences.

Record linkage as a means to check validity was discussed as were some of the alternative uses of linking records from various systems. Concentrating on the usage of record linkage for the purposes of confirming validity, it was pointed out that frequently one is faced with having to decide which record is the correct one. One should not assume that the record with the larger number of desirable attributes, or greater frequency of asocial behavior, is automatically or always the correct one. Also, linkage of records has another problem in the number of mismatches and nonmatches. It was the consensus that matching records should be continued in many studies and a larger number or a combination of sources should be sought.

In the area of sensitive questions, there was discussion of five procedures found to be useful to encourage respondents to cooperate and to reply more truthfully. The first technique discussed at length was the randomized response in which the question itself is selected by the respondent, and the data gatherer does not know from the answer which question is chosen. The usefulness of this method was considered in various settings and it was generally agreed that more field trials should be conducted to ascertain the method's applicability in the four previously listed categories of sensitive questions. Especially needed are studies of the different factors, such as age, education, and economic status that influence the respondent's comprehension and cooperation in randomized response. In addition further studies are needed on the sampling device used to select the question although preference seemed to fall on the toss of a coin. The interviewer's influence in the use of randomized response and its applicability to questionnaires in mail surveys were also found to need further exploration.

Two other methods used to gather data on sensitive issues were the coding designs and weighing designs. The former is interesting because it is also easily adaptable to the protection of the confidentiality of data stored in computers or transmitted over telephone lines. The weighing designs are not a new concept and have a structural similarity to balanced incomplete blocks in experimental design.

The contamination or error inoculation method was also discussed because it too can be adapted to protect the confidentiality of stored or transmitted data. The method has interesting possibilities, particularly with educational and psychological measures, and further research should be conducted to study different variations of the technique as well as field trials of its usefulness.

The fifth and last technique to collect data on sensitive issues that was discussed is the network survey involving multiple respondents. It has a certain resemblance to the sociograms and sociometric analysis to study each respondent's relationship and/or rating to others in his or her network. The consensus was that this is another area needing further exploration to ascertain not only how to improve the technique of estimation but also field trials to learn where the procedure may be useful.

Needed Research

1. There is increasing evidence that several new techniques in survey research can reduce and perhaps eliminate the bias caused by untruthful reporting or the refusal to answer questions about sensitive issues. One of the most potentially fruitful is that randomized response and further research is needed to conduct field studies to establish how well the method overcomes bias in the
four categories of sensitive questions enumerated in the Summary and Conclusions. Particular attention should be focused on the interviewer's influence as well as the effect of age, and socio-economic status of the respondent.

2. The validity of data gathered by surveys and special studies should always be examined by checking various records to obtain information from other sources. Research is needed so that survey users can learn about new techniques of linkage in order to match records for validity. Moreover, additional studies should attempt to illustrate how some of the infrequently used sources of official statistics might be developed for establishing validity of response. These needs are particularly great when the data involve sensitive issues such as those enumerated in the four categories mentioned in the Summary and Conclusions.

3. The use of weighing designs, contamination of data, coding systems, and network surveys using multiple respondents are also useful techniques in learning about sensitive issues. More research is needed to compare the efficiency of these methods vis-a-vis the direct question and randomized response. It is especially important to ascertain which procedure is optimal under specific circumstances.

4. Further research in randomized response is needed to establish the reaction and perception of respondents to the method and to ascertain the amount of risk or jeopardy they are willing to tolerate before refusing to cooperate or resorting to untruthful replies. This relationship will vary with the degree of sensitivity as scaled in the four categories listed in the Summary and Conclusions.

5. Additional studies should be made of the acceptability of various sampling devices used in randomized response and the contamination methods. These include decks of cards, coins, dice, sealed transparent plastic boxes, the random number target, or the volumetric spherical flask with colored balls invented by research workers at Johns Hopkins University.

6. More studies should be made on the use of the randomized response involving quantitative variables.

7. Further research is needed on the usefulness of randomized response and contamination methods in mail questionnaires, telephone surveys, and situations other than the personal interview.

8. Studies need to be made on how to establish the most correct record when multiple record checks are instituted. This problem is especially acute for questions that may involve sensitive items. Special example should be developed to illustrate how to use longitudinal studies, additional or supplemental records, specific panels, and other respondents to ascertain validity. Also, what will be the involvement of respondents themselves to develop techniques to improve validity. This need for validity checks is especially important when overreporting may be operative, and the fallible assumption is sometimes made that the source showing greater use of frequency is automatically judged to be the correct one. Various hypotheses need testing according to the categories of varying sensitivity as enumerated in the Summary and Conclusions. In some categories, overreporting may be more serious than underreporting as the source of the bias.
Introduction

The chairman opened the session by defining and then discussing "total survey design" in some detail. Total survey design (TSD) is a concept that implies a balanced allocation of survey resources among the different error components in order to minimize the total error of estimate. For example, the researcher who invests a portion of a given survey budget so as to reduce bias arising in the measurement process rather than using the entire budget to reduce the sampling error by increasing the sample size, is attempting to apply the total survey design concept. If the particular budget allocation results in the smallest total survey error achievable for the given survey conditions and budget, then the survey researcher is successfully applying the TSD concept.

To use the TSD concept, an error model is required that can be applied to surveys in general. Such a model must be able to include all of the different error components that arise in surveys. The Bureau of the Census model developed by Hansen, Hurwitz, and Bershad (1961), and referred to earlier in the Conference, is such a model. It includes separate components of error such as the pure sampling error variance, the simple response variance (a measure of response reliability or response consistency), the correlated response variance (most often associated with interviewers), the interaction of the response error components with the sampling error,¹ and the bias or net systematic error. This model was originally developed for dichotomous variables and simple random sampling. Koch (1973) has recently extended this model to the multivariate case and for continuous as well as qualitative variables. The immediate value of this extension is twofold. First, it includes complex bivariate estimators, such as a regression and correlation coefficients and ratio estimation. Second, it is not confined to simple random sampling, but may be applied to unequal probability sampling designs.

Total survey error models also have extremely important long-range significance. They provide a basis or common frame of reference for putting into proper perspective methodological research concerned with improving the quality of surveys. Thus, alternative survey procedures (sample designs and measurement designs) can be partially evaluated by comparing the relative magnitudes of the different components of error in the total error model. As indicated by the TSD concept, complete evaluation of alternative survey procedures requires a cost function and knowledge of the cost components, as well as knowledge of the various error component parameters in the model. It follows that a total error model provides a basis for evaluating or adding up the value or meaning of all the survey methodological research conducted to date. Such a summation would quite likely reveal significant gaps in our knowledge of survey errors. Nevertheless, the error and cost models together with those estimates of model parameters that are available for a given survey strategy, will provide the feedback mechanism so essential to more cost-effective choices of future survey strategies.

Survey designs that permit the total mean square error to be estimated require a method for estimating the correlated response variance component. When data are subject to correlated response errors, that component is not included in the usual variance estimates. Also, a separate procedure for estimating the net bias is often required, although certain sources of bias (or adjustments for bias) can be measured as part of the regular survey design.

Two additional references are Bailer (1975) and Lessler (1974). The first of these provides an excellent discussion of the various error components in the Bureau of the Census model and their magnitudes for selected 1970 census variates. The second reference provides a basis for making rational survey design decisions for the case (mentioned above) in which some investment is made to eliminate (reduce) bias by using inexpensive but imperfect measurements on all respondents and costly but accurate measurements on a subsample of respondents.

¹ For example, this component can arise when those respondents whose exact measure of the variable of interest is less than average tend to underreport their exact measure and those whose exact measure is greater than average tend to overreport their exact measure.
Questions for Discussion

The chairman then asked the session participants for discussion of the following question: if minimization of the total error of estimate for a given survey resource level is a valid survey design goal, what are the implications of this goal for the design and conduct of methodological studies?

A second discussion was concerned with the utility of a survey error parameter (components) computerized information system; that is, a system based on a total survey error model and a standardized set of error component definitions acceptable to both social scientists and statisticians. Initially, the information system would contain estimates of the error model parameters for survey measurements reported in the literature. Once established, the information system would be available to the survey research community in general, which in turn would contribute new data on error components and costs from future surveys and methodological studies.

Conceptually, the error components estimates would be stored in an n-dimensional matrix with (n-1) of the dimensions providing essential descriptive information of the specific measurement design, i.e., type of population or subpopulation, context of survey, sample design (e.g., stratification, size of sample), variable measured, exact wording of question, method of measurement (e.g., personal interview, mail questionnaire, telephone interview), and relevant cost data. The remaining dimension would contain the specific error component parameters such as the sample design effect, simple response variance, and bias.

Total Survey Design Discussion

The first point made in response to the general question (Jabine) was that substantial expenditures of time, money, and manpower are required to produce accurate estimates of the components of the total mean square error. This was illustrated by a study conducted at the Bureau of the Census (Jabine and Tepping: 1973) the purpose of which was to estimate each of the components of the total mean square error for certain occupation and industry items. In that study accurate estimates of all the components were produced except for the bias term. To estimate the bias, record checks were performed. However, despite great effort and substantial expenditures, the resulting standard errors of the bias estimates were too large to admit inferential statements. Consequently, the authors were unable to evaluate the magnitude of the bias of the variable components of error.

It was pointed out that the principal uses intended for the survey data must be considered in applying the TSD concept (Woolsey) and, in fact, should be a determining factor in the allocation of funds to control the various error components. For example, if one is estimating the change in unemployment over a certain time period, the allocation may differ greatly from the case in which geographical comparisons are to be made within a given survey.

The chairman agreed with this comment, adding that the discussion of the acquiescent respondent the previous day illustrates the point well. Dr. Carr had suggested a measure of acquiescence was needed for every respondent to adjust for the distortion or error it introduced into data on anomie. Since the principal purpose of a survey might be to estimate the correlation between anomie and, say, social status, it is quite possible that a TSD approach would suggest that it would be more cost-effective to measure acquiescence on only a subsample of the respondents and then use that data to adjust the estimate of the correlation of interest.

Many trade-offs are involved in any TSD strategy. One trade-off discussed (Fowler) arises when considering different reporting periods for which data are to be obtained. For example, if the characteristic of interest is the number of recent visits to a physician, the statistician may encounter considerably different nonsampling errors depending upon how “recent” is defined whether to refer to the past week, the past month, or the past year. A decision to use the past week could elicit highly accurate data, but might very well require a considerably larger sample, and hence additional cost, to achieve a sufficient number of physician visits for analysis purposes. From a cost standpoint, it may be better to ask for physician visits in the past year, despite the increase in response bias.

In spite of the noted difficulty in applying the total survey design concept, it was remarked (Dalenius) that it provides the only rational approach available to the statistician. Other approaches only produce very special results at best. The overuse and misuse of the word “optimum” is illustrative of this. In reality there is no theory for an “optimum sampling design.” There are merely local optima that apply in very special cases, i.e., optimum allocation in stratified sampling.

Another important point stated (Jabine) at the session was that the statistician or health services researcher must first define the variables with which he is attempting to optimize his design strategy. This is a necessary precondition to the construction of a total survey design. In this context, the possible lack of measures of the components of error appropriate to surveys concerned with estimating changes over time was noted.

Finally, it was pointed out (Bradburn) when there is an external validity criterion, the response error may include a bias term, i.e., a deviation from a true value. When there is no such criterion, as in the case of attitudes, only response variation can be measured.
Total Survey Design Matrix

The method of conceptualizing the TSD information system concept suggested by the chairman was then discussed. This, as described earlier, would involve a large matrix whose cells would contain the cumulative past history and experience of survey researchers. Such a matrix would identify untapped areas for further research as well as provide guidance in the design and analysis of future surveys.

It was suggested (Eckerman) that the so-called design matrix was a useful method to conceptualize total survey design that a valuable first step would be to lay out the dimensions of the matrix. It was urged that this be accomplished initially through a systematic inventory of what is known about the methodological issues.

Berelson and Steiner’s book entitled “Human Behavior: An Inventory of Scientific Findings,” while perhaps too general for a person trained in social psychology, is no doubt very useful for the uninitiated as a means of obtaining an overview of the field. In a similar way, a recommendation might be forthcoming from this conference toward the assemblage of such an inventory in the field of survey research as a means of systematizing for the beginner what is known.

It is apparent, in a compendium of surveys of drug abuse developed by William A. Glenn, that the level of sophistication extant among members of this conference is unfortunately infrequently found in newly burgeoning areas of research. There should be some ready means of familiarizing researchers, new to the field, with the intricacies of survey research. The Census Bureau’s Technical Report No. 84 is a useful beginning but involves, in just the first volume, over 25,000 entries. An inventory might be a means of highlighting the most important and relevant findings of the past few years.

Another important point mentioned (Jabine) with regard to the design matrix was the need to standardize terms. It was felt that with a recognized standard set of terms, the matrix would serve as an information system from which data and insight into the survey design problem could be retrieved.

Reference was made to the recent effort to standardize background items used in survey research (Eckerman). This task has been carried out under the direction of the Center for the Coordination of Research on Social Indicators and a report is available (Reeder). An effort designed to evaluate commonly used instruments and scales in surveys in terms of their reliability and validity apparently ran into many problems (Hensler), relatively few instruments could be evaluated. Nevertheless, the results are to be published this summer as a monograph entitled Health Surveys Reference Index (Reeder).

In discussing the TSD matrix, the participants found it useful to distinguish between two fundamen-
tally different worlds of health services researchers (Shapiro).

First, there are those researchers who are involved with repetitive, large-scale surveys. Allied with this group are the methodologists whose efforts are directed at improving survey results and eliminating measurement error. It is perhaps with this group that the prime responsibility rests for filling out the cells of the design matrix.

The second group of researchers is those who are involved with “one-shot surveys.” This group suffers in that monetary resources are almost never available to investigate fully or estimate each of the components of the total mean square error. Moreover, in many cases this would be beyond their capabilities even if resources were available.

A discussion of the dimensionality of the TSD information matrix followed along with its implications for future methodological research (Marquis). The principal implication of this discussion was that methodological research should not be done unless the results could be entered into the information matrix. Each successively study should add to the store of knowledge by filling in empty cells. It was recognized that some studies would not necessarily provide data along all n-dimensions of the matrix, but that the findings might still satisfy admissibility criteria along providing only conditional results.

Funding Problems

One of the participants (de la Puente) remarked that precious little money is allocated for the design of “one-shot” surveys. The chairman remarked that this is one of the prime motivational features of the total survey design matrix. It is exactly because the ad hoc survey designer does not have money to investigate errors that may arise in his design that he needs guidance from other sources. The TSD matrix would provide this guidance by making available the cumulative experience of others working with similar designs and data.

Several participants (Sirken, Shapiro, and others) expressed concern that no one organization has the prime responsibility for funding or performing original research on methods of evaluating and dealing with nonsampling errors. To cope properly with the nonsampling error problem requires detailed and expensive planning, yet very little research money has been made available exclusively for this purpose.

Another viewpoint was also expressed (Greenberg and Waksberg). This view was that any large agency has the responsibility to study survey methodological problems. Although this view has been expressed many times, the combined experience of the conference participants was that no strong trends in this direction are apparent within the federal statistical establishment, except for such agencies as the Bureau of the
Census and the National Center for Health Statistics.

It was noted (Cannell) that the primary concern of many health services researchers and most funding agencies is with the items of costs, sampling errors, and response rates. In this connection, it was suggested that if valid estimates of additional components of the total mean square error were available, these would provide researchers with persuasive arguments in their attempts to obtain research funds.

A vital element of the total survey design matrix then must be cost. Survey designers need to know the cost trade-offs involved in their design alternatives. A design matrix would provide this information by acting as a "shopping list." This list would inform the methodological researcher of the extent of the bias, simple response variance, correlated response variance, and sampling variance he is buying with a particular survey procedure.

The comment was made (Dalenius) that uniform definitions of costs would be required before the cost "shopping list" could be formulated. Presently, uniform international cost definitions do not exist.

Hansen, Hurwitz, Bershad Model

As discussed in the introduction, one of the early attempts to provide a mathematical model for nonsampling errors was the Hansen, Hurwitz, and Bershad (1961) model. That model, amplified by Hansen, Hurwitz, and Pritzker (1964), has been used extensively at the Bureau of the Census.

The comment was made (Woolsey) that even in the absence of a total survey design matrix, the mere existence of the Hansen, Hurwitz, Bershad model has provided survey statisticians with valuable insight into the design process. By making educated guesses of the costs and the magnitudes of error, the survey designer has been able to make sensible choices amongst design alternatives by reference to the measurement error model.

In a related comment, it was noted (Sirken) that although the Hansen, Hurwitz, Bershad model identifies the parameters associated with measurement error, the survey profession has not as yet provided estimates of these parameters. This was illustrated by noting that nonresponse percentages are frequently quoted while the magnitude of the biasing effect of nonresponse is rarely known (Schuman).

A contrary point of view, was expressed that estimates of some measurement error parameters have been presented. The important question then is how much does the aggregate survey profession know regarding nonsampling error levels?

Presentation of Nonsampling Errors

Although much of the discussion centered on problems of funding, it was also suggested (Waksberg) that perhaps it is not yet known how reports of nonsampling error levels should be presented for specific surveys. This problem has been discussed without resolution at the Census Bureau, where reports of separate components of measurement error have been published, but where a total mean square error figure has yet to be produced.

Additionally, it was noted (Jabine) that the Census Bureau possesses numerous unpublished estimates of certain components of the mean square error. It would be useful to health services researchers and the survey profession in general if Census published more of these estimates in conjunction with survey results.

With regard to the presentation of errors, a call (Dalenius) for more honest reporting was made. Often survey results are claimed to be statistically significant when in fact the estimated standard errors are so large as to render such statements false. Moreover, full discussions of all the errors of estimate are rarely presented in the survey literature. By failing to account for all error sources, the survey researcher understates the total level of error and makes inferential statements based on the understated errors. More honest reporting throughout the profession would be helpful in this regard.

Other Comments

It was noted (Dalenius) that in spite of funding difficulties and the general lack of methodological research on nonsampling errors, great progress has occurred in the past 25 years. Illustrative of this is the Birnbaum and Sirken (1950) paper that dealt with the optimum size of nonresponse. This helped researchers to understand the trade-offs inherent in a total survey design.

Also with regard to the nonresponse problem, it was pointed out (Fowler) that perhaps health services researchers should make a more concerted effort to obtain information about nonrespondents than is currently practiced. It was felt that many nonrespondents would provide information related to the principal objectives of the survey even though refusing a formal interview. Such information could be quite valuable in assessing the bias due to nonresponse.

It was remarked (Carpenter) that many forms of response error may result from the respondents' lack of perception. In some studies (Hamblin: 1971), this lack of perception has been shown to be physiological. In such cases, the bias may be predictable. Once measured, this perception bias could be adjusted for future surveys in which similar general conditions prevailed.

Of course, it does not necessarily follow that the magnitude of error observed in one survey will be replicated in another survey. Nevertheless, it seems clear that many kinds of error will repeat themselves, and to deal with these sources it is necessary to build a reserve of past information upon which to base future decisions. The chairman observed that this is the
motivation for the construction of the total survey design matrix.
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Summary and Conclusions

Although the Total Survey Design (TSD) session generated some interesting discussion, it seems clear that the concept needs considerable further discussion in the literature in terms readily understood by survey practitioners. The possible implications of TSD to the design and conduct of methodological research are not immediately obvious and were not really discussed in any great detail in the TSD session. Thus, the question remains unanswered whether it is useful to carry out methodological studies that concentrate on a single component of error, thereby producing results that are highly conditional.

The need to measure the cost components associated with a given measurement design in order to be able to make use of the findings in the TSD sense requires emphasis and reemphasis. The lack of detailed cost data for specific alternative measurement designs that are readily available for use by the survey research community is viewed as serious. For example, the TSD concept can be used very effectively to choose the appropriate length of recall period for reporting utilization of health services, say, provided methodological studies were carefully designed to measure the variable error components as well as bias components for different reference periods covering a sufficiently wide range of alternatives. Clearly the costs associated with collecting sufficient data for annual statistics, for example, as well as the magnitude of the error components, can contribute significantly to the ultimate choice of recall period.

There was no clear consensus by the participants concerning the utility of the suggested information
matrix for survey error components and cost components. On the one hand, the value of such information can only be assessed in a context in which the need for better decisions among alternative survey strategies, and the role of the TSD concept in meeting that need, is widely recognized and accepted. On the other hand, the very act of establishing an information system for use by the survey research community could substantively expedite the process of improving the overall cost-effectiveness of survey designs.

The TSD session generated discussion concerning the lack of adequate funds committed to research on health survey methods. The growing need for more detailed and accurate data on health care needs and the utilization of health care facilities and services emphasizes the survey research budgetary concerns of those participating in the session.

**Needed Research**

1. Implementation of research priorities in other sections of this report:
   a. Necessitates the consideration of TSD as an integral part of their respective protocols; and
   b. Is essential to the orderly development of TSD theory.

2. Additional research is needed in the development of methodologies for improved simulation and modeling techniques to determine the cost-effectiveness of various sampling design mixes and measurement strategies.
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GLOSSARY

Aquiescence—A tendency of the respondent to base his reply on some stimulus other than the question content. It may be stimulated by the desire to please the interviewer, the agency collecting the data or some other cue such as the unbalanced question.

Agree-disagree—Form of question in which the respondent responds by stating his or her concurrence or non-concurrence with a statement.

Anonymous Replies—Survey information gathered in which the respondent’s identity cannot in any way be linked to the information provided.

Bias (or Net Systematic Error) of a Survey Estimate—The difference between the expected value (taken over the sampling design and the distribution of measurement errors) of the estimator and the “true” value of the parameter being estimated. This is particularly acute in surveys concerning sensitive or confidential matters, and in which it might be expected that the estimates are consistently below or above the true population parameter. A consistent pattern of under or overreporting will result in bias.
Binomial Variable—In the context of survey research, a response to a question to which only two choices are possible. The respondent is instructed to pick the one which better describes his condition, behavior, or experience. The question is usually referred to as being on a dichotomous nominal scale.

Bounded Recall—An interview where the respondent is reminded of what he reported in an earlier interview and is then asked only to report on any new events that occurred subsequent to the bounding interview.

Contamination Procedures—A procedure in which the respondent is instructed to perform a simple probability exercise, and for a given outcome, to answer the survey question correctly or incorrectly. Given the distribution of the probability exercise and the reported rate of the behavior, the true rate can be estimated. In some cases, the probability exercise may instruct the respondent to add or multiply a random variable to the true response in order to protect the privacy of the reply. These procedures are designed to protect the survey respondent’s privacy.

Coding Procedures—Techniques for providing unique numerical designations to data such that quantitative analysis of the data can be performed. These techniques may be used for assigning labels to survey respondents which, while allowing identification of data as coming from a single source, protects the identity of the person who is that source. The method can also be used to conceal the true value of data, especially that stored in computers, so that interpretation of the coded data is impossible and meaningless until the data are decoded.

Cost Model—A mathematical formulation of the costs which would be incurred through use of a given sample design. The preferred survey design is that which minimizes the total mean-square error of estimate for a given survey cost or which yields minimum cost given a specified level of precision.

Cryptic Device—A code or system of codes which conceals the true state of affairs. It may be used to conceal the identity of survey respondents.

Cue—Some characteristics of the interview or the interviewer, the question wording or the interviewer’s behavior, including feedback, which influences the direction of answers to one or more questions.

Diary—A written record kept concurrently by an individual respondent or household about events that would usually otherwise be difficult to remember.

Dichotomous—A random variable is said to be dichotomous if it assumes only one of two responses or values.

Distribution Function—A (cumulative) distribution (cdf) is the total frequency of members of a variate with value less than or equal to some point, x. Probabilities with values less than or equal to some point, x. Probability (pdf) provides the probability of a value of x as a function of x. The pdf, or frequency function, can be regarded as the derivative of the distribution function.

Error Model—A mathematical relationship which postulates the manner in which both sampling and nonsampling errors arise in the conduct and analysis of a sample survey.

The measurement error model developed at the Bureau of the Census postulates that each survey response is a realization of a random variable possessing finite second moments. Under this model the total variance of a survey estimate may be divided into several components:

Variance

a. The simple response variance contribution to the total variance arises from the variability of each survey response about its own expected value. In terms of a simple random sampling design, the simple response variance is the population mean of the variances of each population unit.

b. The correlated response variance is the contribution to the total variance arising from non-zero correlations (in the sense of the distribution of measurement errors) between the responses of sample units.

c. The response variance of a survey estimator is the sum of the simple response variance and the correlated response variance.

d. The sampling variance is that contribution to the total variance arising from the random selection of a sample, rather than a complete enumeration, from the population.

e. The interaction contribution to the total variance of estimate is that component arising from a non-zero covariance between measurement error and sampling error.

External Validity Criterion—When an independent source of information exists regarding a population being surveyed, then the individual survey responses may be checked (vis-a-vis the independent source) for accuracy.

Follow-up—A procedure whereby those members of a selected sample for whom a response is not obtained by one data collection strategy (e.g., telephone or mail) are contacted by the same or another data collection strategy in order to increase response rate. It can also be used to designate repeated surveys among a panel of respondents.

Ingratiating Behavior—Behavior on the part of either the respondent and/or the interviewer designed primarily to please the other person.

Interviewer Feedback—Some verbal or non-verbal communication by the interviewer in response to respondent behavior.

Linkage—The process or technique for joining data describing a single sampling unit, usually a person, from one or more primary data sources. If institutional records were being used to check information provided by a survey respondent, such as a record
check, linkage would concern whether the institutional records apply to the survey respondent, whether the respondent and the records refer to identical points in time and spatial locus, and whether the respondent and institutional source define relevant matters in congruent ways. In other cases, the linkage might serve as supplemental information about a respondent in order to facilitate correlations and other analyses of association.

Matrix Sampling—A procedure to reduce the length of complex questionnaires by asking any respondent only a subset of all the questions of interest, rotating the subset among the respondents.

Memory Failure or Decay—The universally observed phenomenon that the longer ago the event occurred in the past, the more likely the respondent is to have difficulty recalling the event. This rule may not hold true where the event is associated with some dramatic period of time in the life of the respondent.

Monotonic—Referring to data that always move in the same direction or are constant with reference to time or another variable. The data never move in the opposite direction.

Multiplicity Estimators—An unbiased network estimator that weights the sample elements by the inverses of the number of enumeration units at which they are eligible to be enumerated. The information needed to determine the weight is collected in the survey from the enumeration units that report the elements.

Network Estimators—Estimators which adjust for the varying probabilities of enumerating elements in network surveys by appropriately weighting the sample elements.

Network Survey—In this context a technique of estimating the incidence of behaviors which are both rare and sensitive. The respondent is instructed to report the number of his friends who have committed the behavior under consideration, and then to estimate the number of friends of his friends who have committed the behavior.

Non-Response Rate—The complement of response rate. The numerator is those eligible respondents selected in a sample for whom information is not obtained because of refusals, not found at home, unavailable by reason of illness, incompetence, language difficulty, etc. The denominator is the total number of eligible respondents initially selected for the sample.

Overreporting—Survey responses which produce a higher estimate of the incidence of some event or characteristic than is accurate.

Panel—A study design involving re-interview or a series of questionnaires with the same sample or respondents (or household units) at two or more different times. Usually used to study changes over time, giving rise to longitudinal data.

Proxy Respondents—Respondents who provide information about other persons, generally within the same household, in addition to or instead of providing information about themselves.

Random Digit Dialing—A procedure for obtaining a probability sample of households with telephones. Numbers are selected at random from exchanges without prior knowledge of whether they are working numbers, business numbers, or residential household numbers. The strength of the procedure is the inclusion of those households with unlisted numbers. Caution must be taken to assure that the digits used, whether terminal or otherwise, are uniformly distributed.

Randomized Response—An answer to a question or set of questions randomly selected from a defined larger universe of questions in a survey. The technique is particularly well suited for obtaining sensitive information and assuring the respondent of anonymity. The respondent is instructed to respond to the sensitive question after a simple probability exercise in selecting the question. Since only the respondent knows the outcome of the probability exercise, there is no possibility that his or her response can be linked with certainty to his or her relationship with the sensitive issue. Since the distribution of outcomes to the probability exercise is known in advance, it is possible to estimate, for a population, the rate of the behavior or experience under consideration according to the given probability distribution of the sampling exercise, and the reported response rate.

Rapport—A broadly defined term used to refer to the quality of the relationship of interaction between the interviewer and respondent. Usually this refers to characteristics of warmth and friendliness and open communication in interpersonal relationship.

Recall Period—The time period over which a respondent is required to remember what events have occurred. This period is characterized by the total length of the time period by the elapsed time from the time of inquiry.

\[
\begin{align*}
A & \rightarrow B = \text{REFERENCE PERIOD} \\
A & \rightarrow C = \text{RECALL PERIOD} \\
B & \rightarrow C = \text{LAG PERIOD; MAY VARY IN TIME FROM 0 TO} \\
A & < B \leq C
\end{align*}
\]

Record Checks—The comparison of information provided by a respondent in a survey, with information obtained from other sources, especially governmental or institutional records including census, Social Security, vital records, dispensaries, hospitals, mental health agencies, pharmacies, and municipal activities such as police and fire department functions.

Reliability—Correspondence, repeatability or consistency between identical survey questions, at two different times.
Respondent Burden—The level of demand placed upon the respondent necessary to answer the questions in the survey instrument. This includes the total time demands on the respondent, the demands on his memory, difficulty in understanding the question and possible embarrassment.

Response Rate—The percentage of an eligible sample for whom information is obtained. For an interview survey the numerator of the formula is the number of interviews. The denominator is the total sample size minus non-eligible respondents; that is, minus those not meeting the criteria for a potential respondent as defined for that particular study.

Response Set—A tendency to respond in a particular way based on a stimulus other than the content of the question.

Social Desirability Bias—Answers which reflect an attempt to enhance some socially desirable characteristics or minimize the presence of some socially undesirable characteristics. Source of the expectations or values influencing answers can be the person himself (ego-threatening), the perception of the interviewer, or society as a whole; may give rise to an acquiescent response.

Standardized Modules or Measures—Tested and validated measures of major variables, such as those dealing with illness and demographic characteristics. The use of standard measures and measuring techniques provide a basis for comparability of information from investigator to investigator.

Stratification—A design technique employed in sample surveys whereby the finite population is classified into several parts (or strata) and a random sample is independently selected from each stratum. The purpose of stratification is to reduce the sampling variance.

Telescoping—A reporting error in which the time an event occurred is remembered as having been more recent than it actually was. Events may also be placed backward in time.

Total Survey Design (TSD)—A concept that implies an efficient allocation of survey resources among the different error components in order to minimize the total error of estimates.

Total Survey Error—The aggregate of all components of error occurring in the conduct or analysis of a sample survey. Included in the total survey error are all sampling and nonsampling errors.

Total Mean Square Error—In a survey estimate this is the expected value of the squared difference between the estimator and the population parameter being estimated, where the expectation is taken over the sampling design and the distribution of measurement errors.

Unbalanced Format—Form of a question in which only one alternative or choice is stated in the question. A balanced format includes both alternatives or all choices.

Underreporting—Survey responses that produce lower estimates of the incidence of some event of characteristics than is accurate.

Validity—A valid measure is one that measures what it claims to and not something else. Validity is a continuous concept so most measures fall between total validity and total nonvalidity. A totally valid measure is one without bias.

Variance—See Error Model
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